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A B S T R A C T   

This paper presents a purely data-driven deep-learning approach for lood maps forecasting. For the irst time in 
this context a Transformer-based algorithm is employed to address one of the main issues in early-warning 
systems for lood propagation, i.e., the long computational times required to forecast the inundation evolution 
in real time. The proposed model, named “FloodSformer”, is trained to extract the spatiotemporal information 
from a short sequence of water depth maps and predict the water depth map at one subsequent instant. Then, to 
forecast a sequence of future maps, we employ an autoregressive procedure based on the trained surrogate 
model. The method was applied to both synthetic dam-break scenarios and to a real case study, speciically the 
ideal failure of the Parma River dam (Italy). The training and testing datasets were generated numerically from 
two-dimensional hydraulic simulations. In the case of the real test case, the average Root Mean Square Error was 
found to be equal to 10.4 cm. The short computational time (e.g., the forecast of 90 maps, representing a lead 
time of 3 h, takes less than 1 min) makes the FloodSformer model a suitable tool for real-time emergency 
applications.   

1. Introduction 

Floods are natural disasters that cause huge economic damages and 
casualties. In the last 50 years, 44 % of the natural disasters occurred in 
the world have been associated with loods. These catastrophes gener-
ated over 330′000 deaths and 1 trillion US$ of economic losses in the 
period 1970–2019 (WMO, 2021). The negative consequence of in-
undations can be mitigated with structural and non-structural lood risk 
management strategies. Focusing on river loods, one of the most 
important and adopted non-structural strategy is the early-warning 
system based on real-time forecasting of hydrological variables. This 
methodology, together with eficient emergency action plans, can 
drastically reduce the impact of extreme loods (Plate, 2002). 

Zounemat-Kermani et al. (2020) distinguished three categories of 
mathematical models for the simulation and forecasting of hydrological 
variables: physically based, conceptual, and “black-box” models. The 
irst type of models solves partial differential equations describing the 
physical process in the domain, but the high computational cost of two- 
dimensional (2D) models with high resolution (1–5 m) and three- 
dimensional (3D) models prevents their use for real-time forecasting. 

To overcome this drawback, in the last years, researchers have focused 
on the parallelization of numerical models, exploiting the high compu-
tational eficiency of modern Graphics Processing Units (GPUs). For 
example, Vacondio et al. (2014) implemented a parallelized 2D Shallow 
Water Equations (SWE) solver gaining a speedup of two orders of 
magnitude compared with serial codes. More recently, Ming et al. 
(2020) developed a forecasting system coupling a numerical weather 
prediction model with a GPU accelerated hydrodynamic model. 
Considering a catchment of 2′500 km2 discretized with a spatial reso-
lution of 10 m (25 M cells), they obtained a ratio of physical to 
computational time around 20 using 8 GPUs. This suggests that, despite 
all the efforts on parallelization techniques, the computational cost of 
physically based models remains signiicant and requires access to High- 
Performance Computing (HPC) clusters (Ming et al., 2020; Turchetto 
et al., 2020), thus preventing their widespread adoption for real-time 
predictions. 

Differently from physically-based schemes, the conceptual models 
use simpliied relationships that emulate the physics of the phenomena, 
resulting in signiicantly shorter computational times. However, these 
models require different physical information, which may not always be 
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available, and the calibration of many parameters. Additionally, their 
ability to simulate the process of lood propagation is limited, particu-
larly in cases involving complex topographies and lood events where 
momentum conservation is important (Teng et al., 2017). Consequently, 
conceptual models are often employed for the forecasting of the 
maximum extent of loods. 

Finally, “black-box” models, frequently called “data-driven” or 
“surrogate” models (Bentivoglio et al., 2022), completely neglect the 
physical background of the process and learn the nonlinear relationship 
between the input and output variables directly from observed data. One 
of the most important advantages of surrogate models is the high 
computational eficiency. For this reason, in the present work, we focus 
on data-driven models for lood maps forecasting. 

Mosavi et al. (2018) and Bentivoglio et al. (2022) summarized the 
commonly used machine learning (ML) and deep learning (DL) methods 
for hydraulic/hydrodynamic studies. They distinguished between two 
types of prediction tasks. The irst is the study of the temporal variation 
of hydraulic variables (e.g., discharge and/or river stage) in a speciic 
river section, in which the input data to the surrogate model are the 
rainfall observations in the upstream catchment (Hu et al., 2018; Yin 
et al., 2022) and/or the water stages observed at the target station and at 
upstream river sections at previous instants (e.g., Bomers, 2021; Cas-
tangia et al., 2023; Dazzi et al., 2021b). The second category of works, to 
which the present study belongs, focuses on predicting the spatial dis-
tribution of looding in a speciic domain. In turn, data-driven models for 
this purpose can be divided into three categories: the irst are the ones 
that produce lood probability maps, which represent the lood hazard 
adopting geo-environmental characteristics (e.g., Panahi et al., 2021). 
Other surrogate models are trained to generate maximum water depths 
and/or velocities maps, neglecting the time evolution (e.g., Bermúdez 
et al., 2019; Hofmann & Schüttrumpf, 2021). Finally, the most recent 
data-driven models forecast the spatial and temporal evolution of 
inundation for pluvial (Liao et al., 2023) or river loods (e.g., Fraehr 
et al., 2023; Kabir et al., 2020; Zhou et al., 2022). The knowledge of 
spatiotemporal information is extremely important to enhance the 
resilience of lood-prone areas and implement effective emergency 
measures in real time. For this reason, in the last few years, the use of DL 
methods dedicated to this task has gained attention in literature. For 
example, Kabir et al. (2020) used a 1D Convolutional Neural Network 
(CNN) to predict water depths for a luvial inundation in a domain 
discretized with 0.5 million cells. The lood map forecast at a speciic 
instant is obtained from the surrogate model using only the inlow 
discharge values at previous time-steps as input data. Differently, Zhou 
et al. (2022) considered the boundary condition inlows to predict the 
water depths in about 21 k representative locations. Then, these fore-
casted values were used to reconstruct the lood surface for the entire 
domain. It follows that, in these two studies, the water depths in the 
loodplain are predicted considering only the temporal variation of the 
upstream discharge, whereas the initial conditions are neglected. 
Moreover, the spatiotemporal correlation between consecutive inunda-
tion maps is not considered. Fraehr et al. (2023) adopted a different 
approach. They utilized a hydrodynamic model with reduced spatial 
resolution (low-idelity model) to simulate the lood propagation with a 
lower computational demand. Then, employing a ML-based model (i.e., 
Sparse Gaussian Process), they enhanced the spatial resolution of the 
output maps generated by the low-idelity model, with the aim of 
reproducing the outputs of a high spatial resolution hydrodynamic 
model (high-idelity model). The bottleneck of this hybrid model lies in 
the computational time and stability of the low-idelity model (Fraehr 
et al., 2023). Therefore, to increase the eficiency, it is advisable to 
employ a rapid and accurate hydrodynamic model. 

The present study focuses on the analysis of inundations resulting 
from dam-break scenarios, a type of natural disaster characterized by a 
rapid and unexpected lood propagation downstream of the dam. The 
release of a considerable volume of water from the dam typically results 
in an outlow discharge signiicantly higher than that expected during 

most severe river loods. Consequently, dam-break events often lead to 
overlows and subsequent inundation of loodplains. In the realm of 
hydraulic dam safety studies, there is a lack of real-time forecasting 
models that speciically address dam-break scenarios. While the litera-
ture includes approaches for the rapid prediction of the outlow 
discharge from reservoirs (e.g., Ma & Fu, 2012), they often do not extend 
to forecasting the consequent looding in the downstream area. 
Furthermore, previous research dedicated to the study of dam-break 
loods using data-driven models have been restricted to 1D analysis 
(Li et al., 2023a) or to the development of emulators for computational 
luid dynamics (CFD) models, speciically for multiphase lows (Boosari, 
2019) and luid–structure interactions (Li et al., 2023b) for synthetic 
dam-breaks. Notably, these types of surrogate models are not applicable 
for the forecasting of real dam-break scenarios. The use of data-driven 
models for dam-break loods prediction is still an unexplored topic. 

Over the last few years, new types of lexible and eficient DL models 
that consider spatiotemporal information (e.g., Graph Neural Network 
(GNN) and Transformer) have been presented. For example, a pre-
liminary application of GNN to predict inundation maps on randomly 
generated bathymetries was presented by Bentivoglio et al. (2023). 
Another promising method is the Transformer architecture, originally 
proposed by Vaswani et al. (2017) for natural language processing. 
Recently, Transformer-based models have brought signiicant progress 
in different tasks including image (e.g., Dosovitskiy et al., 2020) and 
video (e.g., Bertasius et al., 2021) classiication, and video frame pre-
diction (e.g., Ye & Bilodeau, 2023). Differently from other types of DL 
models, the Transformer is based on multi-headed self-attention mech-
anism, which allows modelling long-range dependencies and attending 
to different space–time information of the input sequence. Moreover, 
unlike Recurrent Neural Networks (RNN), Transformer’s attention 
mechanism is parallelizable by design (Vaswani et al., 2017) allowing to 
scale to thousands of GPUs. Studies concerning the application of this 
type of data-driven model to video future frames prediction tasks have 
shown promising results compared to other DL models (e.g., Convolu-
tional Long-Short-Term Memory). In lood forecasting, only a handful of 
works have taken advantage of Transformer-based architecture. For 
example, Yin et al., (2022,2023) built two Transformer-based rainfall- 
runoff models for runoff prediction. Liu et al. (2022) used a double- 
encoder Transformer to forecast the monthly river streamlow based 
on the past water levels and other climatological information, while 
Castangia et al. (2023) proposed a Transformer-based neural network to 
predict the daily average water level in a river station one day ahead, 
using the past daily average water levels of upstream hydrological sta-
tions. Xu et al. (2023) demonstrated the capability of attention mecha-
nism to make long-time series predictions of lake water level 
luctuations. These studies have shown that, in general, Transformer- 
based models have better forecasting capability compared to well- 
known RNN (e.g., Long-Short-Term Memory) and CNN models. 

This brief literature review shows that Transformer-based models 
have shown promising results in forecasting tasks. However, previous 
analyses were limited to time series prediction of scalar values whereas, 
to the best of our knowledge, no investigations have been conducted 
with such models on the forecast of 2D inundation maps. In this work, 
we developed a model named FloodSformer (FS), based on autoencoder 
(AE) and Transformer architectures for the prediction of the temporal 
evolution of lood maps. Differently from other works, the FS framework 
allows extracting the spatiotemporal information from a sequence of 
consecutive water depth maps (past frames) and predicting water depth 
maps of subsequent instants (future frames). The model has been tested 
considering three different test cases of dam-break lows: two dam- 
breaks over synthetic bathymetries and the hypothetical failure of the 
Parma River lood mitigation dam (Italy). Most of the previous studies 
on inundation maps prediction used physically based models to generate 
the ground-truth maps adopted as samples for the data-driven model 
(Bentivoglio et al., 2022). This approach allows providing potentially 
limitless data, overcoming the problem of scarcity of directly observed 
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data. For this reason, the same strategy was used here, and the dataset 
samples used to train and validate the FS model were generated through 
a hydrodynamic model (i.e., PARFLOOD, Vacondio et al., 2014). 

The rest of the paper is organised as follows: in Section 2 the sur-
rogate model is described, while the case studies and the model setup are 
illustrated in Section 3. Section 4 is dedicated to the presentation and 
discussion of the main results. Finally, conclusions are drawn in Section 
5. 

2. The FloodSformer model 

In this Section, we present the FloodSformer surrogate model 
(Fig. 1). This data-driven model uses an autoencoder (AE) to analyse 
spatial information in the input maps and incorporates a video predic-
tion Transformer (VPTR) framework to consider the spatiotemporal 
relationships between consecutive maps. The design of this surrogate 
model draws inspiration from transformer-based models employed for 
video frame prediction (e.g., Ye & Bilodeau, 2023). Given that inunda-
tion maps can be seen as matrices with size H× W, in which the value of 

Fig. 1. Architecture of FloodSformer model. (a) General worklow of the proposed model. (b) Sketch of one of the B VidHRFormer blocks forming the video pre-
diction Transformer (VPTR) module. 
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each pixel corresponds to the water depth in a computational cell of a 
Cartesian grid, DL algorithms developed for video prediction can be 
adapted to deal with lood maps. In the FS model, we adopt the same 
approach presented by Ye & Bilodeau (2023), in which the future frames 
prediction processes are entrusted to three consecutive blocks (Fig. 1a): 
an encoder (2D CNN), a video prediction Transformer framework 
(VPTR), and a decoder (2D CNN). The irst and the last block constitute 
the classical ResNet-based AE from the Pix2Pix model (Isola et al., 
2017), while the second block is the fully autoregressive VPTR model 
based on the Video High-Resolutions Transformer (VidHRFormer) block 
proposed by Ye & Bilodeau (2023), described in Section 2.2. The 
encoder uses a sequence of consecutive 2D CNN layers to extract only 
spatial information from the maps and reduce their dimensionality. The 
compressed output matrices, named latent features, are sent to the VPTR 
framework, which analyses the spatiotemporal information and predicts 
the latent features of the future frames. Finally, the decoder is used to 
reconstruct the predicted maps, starting from the forecasted latent fea-
tures. The integration of the AE architecture allows reducing the 
dimension of the maps that the VPTR block must process, therefore 
decreasing the memory and time consumption required for its training. 

The general worklow of the FS model is illustrated in Fig. 1a. 
Considering a sequence of I + 1 frames, the CNN encoder takes as input 
the irst I ground-truth maps (t = 1, ⋯, I) and, for each of them, extracts 
the spatial information creating the latent features. These are used by 
the VPTR framework to predict the latent features at next instants (t = 2,
⋯, I+ 1). Finally, the predicted maps are reconstructed by the CNN 
decoder. The training strategy of the FS model is presented in Section 
2.3. 

This model only provides the predicted map at one subsequent time 
step (t = I+ 1). Then, an autoregressive procedure, described in detail 
in Section 2.4, is exploited to continue forecasting for further time steps, 
by using the predicted frames as input for additional runs of the surro-
gate model. In this way, the model can be applied to predict many future 
frames using only a limited number of input maps, paving the way for 
real-time lood forecasting. 

2.1. Notation 

The structure of the FS model for the training and testing processes 
can be summarized with the following three equations: 
zt = Enc(xt), t ∈ [1, ⋯, I] (1)  

ẑt = T (z1,⋯, zt−1), t ∈ [2, ⋯, I + 1] (2)  

x̂ t = Dec(ẑt), t ∈ [2, ⋯, I + 1] (3)  

where:  

• x ∈ R
H×W is the ground-truth map.  

• x̂ ∈ R
H×W is the predicted map.  

• z ∈ R
h×w×dmodel is the input latent feature of the Transformer blocks.  

• ẑ ∈ R
h×w×dmodel is the output latent feature of the Transformer blocks.  

• Enc(⋯) is the encoder block.  
• Dec(⋯) is the decoder block.  
• T (⋯) is the VPTR framework.  
• H is the number of map cells along the south-north direction.  
• W is the number of map cells along the west-east direction.  
• h = H/2k is the height of the latent feature.  
• w = W/2k is the width of the latent feature.  
• k is the number of convolutional layers of the AE.  
• dmodel is the number of channels of the latent feature.  
• I is the number of input frames for the training and testing procedure. 

In the following, we will also use the notations P and F to identify the 
number of past and future frames for real-time forecasting applications, 

respectively. 

2.2. Transformer model 

The self-attention (SA) mechanism is the key to Transformer model 
(Vaswani et al., 2017). This technique allows to capture global de-
pendencies of an input sequence Z by evaluating the dot-product be-
tween the query Q and the key K matrices, scaled by a softmax function, 
and multiplying it to the value V matrix: 

SA(Q,K,V) = Softmax

(
QKT

̅̅̅̅̅
dk

√
)

V (4)  

where Q = ZWQ, K = ZWK , V = ZWV are matrices with dimensions dq, 
dk, dv, respectively. These matrices are linearly transformed by the 
sequence Z through learnable parameters matrices WQ, WK , WV . 
Furthermore, multiple parallel SA computations, called “heads”, are 
concatenated and once again projected to obtain the multi-head self- 
attention (MHSA) mechanism: 
MHSA(Q,K,V) = Concat

(
SA1,⋯, SAp

)
Wmhsa (5)  

where Wmhsa is the projection matrix and p is the number of heads. This 
allows to use multiple heads to attend to information from different 
representation subspaces simultaneously (Vaswani et al., 2017). 

In the original VidHRFormer block (Ye & Bilodeau, 2023), repre-
sented in Fig. 1b, the SA computation is separated in space and time 
using two different layers: a local spatial MHSA and a temporal MHSA. 
This procedure reduces the overall complexity of a standard Trans-
former. The VidHRFormer block is then completed with a convolutional 
feed-forward neural network (Conv FFN), followed by a multilayer 
perceptron (MLP) and normalization layers. To prevent the prediction at 
speciic time from being conditioned by the maps of the subsequent 
instants, masking is applied to the attention mechanism in the temporal 
MHSA layer. As proposed by Ye & Bilodeau (2023), we use a 2D relative 
positional encoding (RPE) for the spatial MHSA and a ixed absolute 1D 
positional encoding (PE) for the temporal MHSA. In the FS model, the 
VPTR module is composed of B consecutive VidHRFormer blocks. For 
further details, the reader is referred to Ye & Bilodeau (2023). 

2.3. Training strategy 

The training of the FloodSformer model is conducted using a large 
dataset constituted of consecutive water depth maps generated by a 
hydrodynamic model. 

The FS framework is a large model with about 135–350 million pa-
rameters depending on the use case (see Section 3.5). Consequently, to 
reduce the memory and time consumption required for computations, 
we divided the training process in two stages, which are here briely 
recalled. First, we address the feature extraction task by training only 
the AE. Then, we freeze the AE parameters and train the space–time 
forecasting block (VPTR). As presented in detail in Section 3, each phase 
of the training process is based on a speciic combination of the samples 
constituting the training dataset. For the AE training, no temporal in-
formation is required and consequently the batch is composed of 
randomly selected single frames. Differently, for the VPTR training, se-
quences of I + 1 consecutive maps are used to create the batch. 

In the irst stage (AE training), for each map x in the training dataset, 
the encoder extracts the latent feature z and the decoder tries to 
reconstruct the input map x̂. The AE training procedure aims at mini-
mizing the following loss function: 
LAE = LMSE + λGDL LGDL + λGAN arg min

G
max

D
LGAN(D,G) (6) 

in which: 
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LMSE = 1

N

∑N

n=1

(xn − x̂n)2 (7)  

LGDL = 1

N

∑N

n=1

[
∑W

i=1

∑H

j=1

(⃒⃒
⃒
⃒⃒
⃒xn

i,j − xn
i−1,j

⃒⃒
⃒−

⃒⃒
⃒x̂n

i,j − x̂
n

i−1,j

⃒⃒
⃒
⃒⃒
⃒

α

+
⃒⃒
⃒
⃒⃒
⃒xn

i,j−1 − xn
i,j

⃒⃒
⃒−

⃒⃒
⃒x̂n

i,j−1 − x̂
n

i,j

⃒⃒
⃒
⃒⃒
⃒

α )
]

(8)  

LGAN(D,G) = EX[log(D(X) ) ] + EX̂[log(1 − D(G(X) ) ) ] (9) 
where LMSE is the mean square error (MSE) loss and LGDL is the image 

gradient difference loss (GDL), which allows preserving the sharpness of 
the predicted map (Mathieu et al., 2016). LGAN is the generative adver-
sarial network (GAN) loss, which is composed by the generator G 
(combination of encoder and decoder) and the PatchGAN discriminator 
D (Isola et al., 2017). X = {x1,⋯, xN} and X̂ = {x̂1,⋯, x̂N} are the 
original and reconstructed maps, respectively. N denotes the number of 

samples in the dataset. λGDL, λGAN and α are hyperparameters (see Section 
3.5). 

In the second stage (VPTR training), the AE model parameters are 
frozen (i.e., we use the optimized values obtained from the irst stage), 
and only the parameters of the VPTR module are optimized (Fig. 2a). 
The model aims at extracting the spatiotemporal information from a 
sequence of I input frames to reproduce the lood map at time t = I+ 1. 
To improve the temporal prediction performance, input frames within 
the range 2 ≤ t ≤ I are also forecasted and used to update the weights of 
the Transformer, minimizing the following loss function: 

LVPTR = 1

I

∑I+1

t=2

LMSE(xt, x̂t) + λGDL

1

I

∑I+1

t=2

LGDL(xt, x̂ t) (10)  

At the end of the training phase, the test dataset is used to evaluate the 
eficiency and accuracy of the FS model in forecasting unseen sequences 
of maps. 

Fig. 2. (a) Sketch of the prediction method for VPTR train and FS test on a sequence of I + 1 frames. The forecast of the next frame (red square) is achieved 
considering as inputs all the ground-truth maps of the precedent instants (green squares). (b) Procedure for the autoregressive real-time forecasting of F future maps. 
Each forecasted future frame (orange square) is used to make the prediction of the next future maps (red squares). In this illustration we assumed P < I < F and, for 
simplicity, we represented only the input and the output maps of the prediction, neglecting the latent feature computations. (For interpretation of the references to 
colour in this igure legend, the reader is referred to the web version of this article.) 
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2.4. Real-time forecasting with autoregression 

Once trained, the FS model allows predicting only one frame ahead 
(t = I+ 1). However, the application of the surrogate model to real-time 
lood forecasting cannot be effective unless many frames ahead could be 
predicted providing only a limited number of input maps. Consequently, 
an autoregressive procedure was implemented for this purpose. The idea 
is to exploit the FS model, already trained with a speciic value of I, to 
forecast F future maps by providing only P past ones (with 1 ≤ P ≤ I; the 
inluence of P on the prediction accuracy is analysed in Section 4.3.3). 
The forecast of F > 1 future maps is achieved as sketched in Fig. 2b: irst, 
the ground-truth past maps {x1,⋯, xP} (green squares) are used to 
predict the irst unknown map in the future x̂P+1 = Dec(T (Enc({x1,⋯,

xP}
) ) ) (red square at t = P+ 1). Then, the forecasted map ̂xP+1 (orange 

square at t = P+ 2) is concatenated at the end of the sequence that is fed 
to the FS model to predict the next map x̂P+2 (red square at t = P+ 2), 
and so on. In these irst few iterations of the recursive procedure, the 
VPTR block works even if the number of maps is less than I (its 
maximum number of input maps according to the training phase), 
thanks to the approach adopted for training, in which intermediate maps 
are also predicted and included in the loss computation (Eq. (10)). After 
a few iterations, when the sum of past maps P and concatenated ones 
exceeds I, the oldest maps are discarded to constrain the length of the 
input sequence to I. For example, the prediction of the future frame at 
instant t = I + 2 is computed as follows (see Fig. 2b): 
x̂I+2 = Dec(T (Enc({x2,⋯, xP, x̂P+1,⋯, x̂I+1}) ) ) (11)  

After I + P iterations, all ground-truth maps have been discarded, and all 
predictions are based on forecasted maps. For example, the prediction of 
the future frame at instant t = j, with j > I+ P, is computed as follows: 
x̂ j = Dec

(
T

(
Enc

({
x̂ j−I ,⋯, x̂ j−1

}) ) ) (12)  

This recursive procedure is then repeated until all the F future maps are 
predicted. Finally, we emphasize that each predicted latent feature is 
decoded and then encoded back into the latent space before using it to 
forecast the next temporal frame. This modality strongly reduces the 
accumulation of error, which characterizes autoregressive schemes (Ye 
& Bilodeau, 2023). 

2.5. Metrics for surrogate model evaluation 

To investigate the capability of the FS model to emulate the ground- 
truth maps, we employed two metrics, the root-mean-square error 
(RMSE) an the F1 score, deined as follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

N × T

∑N

n=1

∑T

t=1

(
xn

t − x̂
n

t

)2

√√√√ (13)  

F1 = 2
Precision × Recall

Precision + Recall
= 2 × TP

2 × TP + FN + FP
(14) 

where: 

Precision = TP

TP + FP
(15)  

Recall = TP

TP + FN
(16) 

xn
t and x̂n

t are the ground-truth and predicted maps, respectively. N 
denotes the number of wet cells for the speciic map, T is the number of 
temporal frames. TP is the number of true positives (wet cell both in 
target and predicted maps), FP is the number of false positives (wet cell 
in predicted map and dry cell in target map), and FN is the number of 
false negatives (dry cell in predicted map and wet cell in target map). For 
the FS test, the RMSE is computed considering only the frame t = I + 1 

and consequently T = 1 in Equation (13). Differently, for the real-time 
forecasting application, all the future frames are considered 
(t ∈ [P + 1, P + F]). Therefore, the number of temporal frames T is equal 
to the number of future frames F. 

A water depth threshold εwet was adopted to distinguish between wet 
and dry cells when calculating the F1 score. For the case studies here 
considered, the ratio εwet/Hmax ranged from 0.25 % to 0.35 %, where 
Hmax represents the maximum water depth expected in the dataset. 
Additionally, in the RMSE computation (Eq. (13)), we exclusively 
accounted for cells with a water depth exceeding εwet in either the 
ground-truth or the predicted maps. This implies that only cells classi-
ied as TP, FP and FN were considered for the RMSE computation. This 
methodology was adopted to prevent the artiicial reduction of the 
RMSE in scenarios where maps predominantly consist of true negatives 
TN (dry cells both in target and predicted maps), characterized by null 
errors. 

The RMSE is a regression metric as it considers the differences be-
tween target and predicted water depths. Differently, the F1 score (Eq. 
(14)) is a classiication metric used to distinguish between looded and 
non-looded cells and provides an estimate of how well the model can 
predict the looded area extent. Differently from precision (Eq. (15)) and 
recall (Eq. (16)), F1 is suitable even for imbalanced datasets (i.e., in 
which samples are maps with almost all cells either dry or wet, i.e., TN or 
TP), because it equally considers both false positives and false negatives, 
thus avoiding the overestimation of the prediction score. 

3. Case studies and model setup 

In this Section, a short introduction to the PARFLOOD physically 
based model, employed only to generate the dataset to train and eval-
uate the FS model, is provided. Moreover, the three case studies used to 
train and evaluate the data-driven model (Table 1) are presented. 
Firstly, a dam-break in a channel with a parabolic cross section is 
simulated (Section 3.2); followed by a dam-break inside a rectangular 
tank (Section 3.3). Finally, the last test case considered is the hypo-
thetical collapse of the lood control reservoir dam of the Parma River 
(Section 3.4). While the irst two test cases have simple geometry and 
bathymetry, in the last one the presence of a real bathymetry together 

Table 1 
Case studies summary.   

Dam-break 
in a 
parabolic 
channel 

Dam-break in 
a rectangular 
tank 

Dam-break of the Parma 
River lood-control dam 
Resolution 
20 m 

Resolution 
10 m 

Case study number 1 2 3a 3b 
Spatial resolution 

[m] 
10 0.01 20 10 

Number of cells 122′880 32′768 114′688 458′752 
Temporal 

resolution [sec] 
20 0.02 120 

Samples of the 
train/ 
validation/test 
datasets 

504/26/ 
106 

1082/56/121 532/28/91 

Initial water levels 
for train/ 
validation 
datasets [m a.s. 
l.] 

87–95 every 
2 m 

0.06–0.20 
every 0.02 m 

98–100–102–104–105.6 

Initial water level 
for test dataset 
[m a.s.l.] 

90 0.15 105 

Maximum water 
depth in test 
dataset [m] 

10.0 0.15 14.2 

Normalization 
value [m] 

16.0 0.22 16.0 

εwet[m] 0.05 0.0005 0.05  
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with urban environments produces a rather complicated lood 
evolution. 

For each case study, the dataset included water-depth maps obtained 
by running different simulations with the PARFLOOD code, changing 
the initial water level in the upstream reservoir (Table 1). Furthermore, 
the output maps of one speciic simulation were selected as samples for 
the test dataset, while the maps of the remaining simulations were 
randomly split to create the training and validation datasets, with a 
proportion of 95 % and 5 %, respectively (Table 1). The test dataset was 
also used for the real-time forecasting application in which the autore-
gressive procedure was considered. 

As already mentioned in Section 2.3, the training procedure is 
divided into two stages. In the irst stage (AE training), the temporal 
information is neglected, and consequently each batch is composed of 
randomly selected single frames X ∈ R

N×H×W, where N is the batch size. 
Instead, in the second training stage (VPTR training) the temporal in-
formation is relevant, and consequently the batches are generated 

considering sequences of maps at consecutive instants X ∈ R
N×T×H×W, 

where T is the total number of frames in the sequence. 
For each case study, we considered a speciic temporal resolution for 

the output maps in the dataset (Table 1). Indeed, it is important to 
choose an appropriate temporal spacing between consecutive frames to 
ensure that dynamic changes are neither excessively large nor too small. 

In Table 1, the value of the water depth threshold εwet, adopted to 
distinguish between wet and dry cells (see Section 2.5), is provided for 
each case study. Please notice that, while cases 1 and 3 are at the ield- 
scale, case 2 is conducted at the laboratory scale, resulting in water 
depths two orders of magnitude lower. Thus, some parameters, 
including εwet, require appropriate scaling. 

3.1. Hydrodynamic model (PARFLOOD) for dataset generation 

PARFLOOD is a 2D model that solves the fully dynamic SWE with an 
explicit inite volume scheme (Vacondio et al., 2014). The model is 

Fig. 3. (a) Case study 1: sketch of the non-horizontal channel with a parabolic cross section (measures in m). (b) Case study 2: sketch of the rectangular tank domain 
(measures in cm). (c) Study area for the hypothetical collapse of the Parma River lood control reservoir dam (case studies 3a and 3b). 
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eficiently parallelized using the Computer Uniied Device Architecture 
(CUDA) language, so it can take advantage of the computational power 
of GPU, drastically reducing the simulation time compared to serial 
codes (Vacondio et al., 2014). The model’s accuracy and eficiency have 
been extensively tested for challenging case studies, such as synthetic 
test cases (Vacondio et al., 2014, 2017), river loods (Dazzi et al., 
2021a), dam-break inundations (Vacondio et al., 2014) and levee- 
breach loods (Dazzi et al., 2021a, 2022). In the present work, the 
PARFLOOD model is used adopting Cartesian grids. For further details 
on the model description, the reader is referred to Vacondio et al., 
(2014,2017). 

3.2. Case 1: Dam-break in a parabolic channel 

A dam-break in a non-horizontal channel with a parabolic cross 
section was considered as irst test case. The domain is 9600 m long and 
1280 m wide, and the channel has a 1 % slope (Fig. 3a). Consequently, 
the terrain proile can be described by means of the following equation: 
z = 96 + 0.0001x2 − 0.01y, x ∈ [ − 640, 640], y ∈ [0, 9600] (17)  

The parabolic channel is divided into two areas separated by a vertical 
gate placed at coordinate y = 1600 m. The upstream region 
(0 < y < 1600 m) represents the reservoir, while the remaining area 
(1600 < y < 9600 m) identiies the downstream channel. The 12.3 km2 

domain was uniformly discretised with a 10 m resolution grid, consist-
ing of 122′880 cells. 

For the hydrodynamic model simulations, we set a uniform Manning 
roughness coeficient equal to 0.05 sm−1/3 and a uniform low condition 
was imposed as downstream boundary condition. A constant water 
surface elevation in the upstream reservoir was adopted as initial con-
dition, whereas the downstream channel was considered initially 
completely dry. 

Five simulations were performed considering an initial water surface 
elevation in the upstream reservoir in the range between 87 and 95 m 
(corresponding to maximum water depths between 7 and 15 m, marked 
as d in Fig. 3a), with steps of 2 m (Table 1). In addition, the case of a 
water surface elevation of 90 m in the reservoir was also simulated, and 
the output maps were used as samples for the test dataset. To reproduce 
the dam-break scenarios, we assumed an instantaneous removal of the 
gate, and the simulation was concluded when the upstream reservoir 
was completely emptied, and the lood reached the downstream 
boundary condition (i.e., between 25 and 50 min after the dam-break). A 
temporal resolution of 20 s was adopted for the output maps, ensuring 
an accurate depiction of the lood dynamics. 

3.3. Case 2: Dam-break in a rectangular tank 

The second test case focuses on a dam-break low against an obstacle 
at the laboratory scale, loosely inspired by the experimental facility 
described by Aureli et al. (2008). The rectangular tank, with dimensions 
2.56 × 1.28 m and lat bottom, is divided into two compartments 
separated by a wall with a 0.30 m wide gate placed in the middle 
(Fig. 3b). The upstream compartment represents a reservoir with 
dimension 0.79 × 1.28 m, while the remaining area of the tank identiies 
the downstream lood plain. A prismatic block with rectangular base 
0.30 m wide and 0.15 m long and vertical walls is placed 0.60 m 
downstream the gate. When the low impacts this non-submersible 
obstacle, a hydraulic jump and multiple wave relections are gener-
ated. While this case study is not an experimental analysis, the analogy 
with the laboratory cases of Aureli et al. (2008) suggests that the lood 
propagation in the tank can be effectively replicated using a 2D-SWE 
model, as demonstrated in their study. Therefore, the PARFLOOD 
code was employed to generate water depth maps, serving as ground 
truth data. 

The study area was discretised with a spatial resolution of 0.01 m and 

consequently the computational grid had 32′768 cells. Given the simi-
larity with the work by Aureli et al. (2008), the same Manning roughness 
coeficient was adopted, i.e., 0.007 sm−1/3. As initial conditions for the 
hydrodynamic model, we considered 8 different uniform water levels in 
the upstream reservoir, in the range between 6 and 20 cm, with steps of 
2 cm (Table 1). In addition, the 15 cm water level was simulated to 
create the test dataset. The downstream loodable area was initially dry 
in all different simulations. To reproduce the dam-break scenarios, we 
assumed an instantaneous removal of the gate, and we stopped the 
simulation when the water was relected by the downstream wall, 
occurring between 2.2 and 3.9 s after the dam-break. The surrogate 
model dataset was composed of temporally consecutive water depth 
maps with a temporal resolution of 0.02 s. 

3.4. Case 3: Dam-break of the Parma river lood-control dam 

The third test case focuses on the hypothetical collapse of the Parma 
River lood control reservoir dam. The in-line detention reservoir is 
located a few kilometres upstream from the city of Parma (Italy) and it 
has a storage capacity of about 12⋅106 m3. The maximum retaining 
water level is 105.6 m a.s.l., which corresponds to a maximum water 
depth of about 14.5 m just upstream of the dam. The study domain 
covers about 45 km2 and corresponds to the loodable area between the 
control reservoir and the Parma city centre (Fig. 3c). Differently from 
the previous case studies, here a real bathymetry is considered. 

For the topography, we used two digital terrain models (DTMs) with 
spatial resolution of 10 m (458′752 cells) and 20 m (114′688 cells), 
derived from a LiDAR survey. A uniformly distributed value of the 
Manning coeficient equal to 0.05 sm−1/3 was adopted. In the down-
stream section, a far-ield boundary condition was imposed. As initial 
conditions, we considered different water levels in the upstream reser-
voir (Table 1): values within the range of 98 to 104, with increments of 
2 m, were used for the numerical simulations to generate samples for the 
training and validation datasets. Additionally, the maximum retaining 
water level of the Parma River Dam (105.6 m a.s.l.) was incorporated to 
create the training/validation samples. The inclusion of the maximum 
expected water level in the upstream reservoir is useful to avoid the issue 
of extrapolating beyond the range of the training data when the model is 
applied for predictions. Finally, an initial level of 105 m a.s.l. was 
selected to simulate water depth maps for the test dataset. We consid-
ered an initially dry downstream river region. We set a speciic simu-
lation time (between 2 and 3 h) for each initial condition to ensure that 
the lood propagation in the study area had ended (i.e., emptying of the 
reservoir and reaching of the maximum lood extent). The water depth 
maps were sampled at 2-min intervals. This time is adequate to correctly 
reproduce the rapid lood propagation generated by a real dam-break. 

3.5. Implementation details and hyperparameters deinition 

As suggested by Ye & Bilodeau (2023), in the present model 12 
VidHRFormer Transformer blocks, with 8 parallel attention heads and a 
local patch size equal to 4, were adopted. The output layer of the 
network was the Sigmoid function (which returns values in range be-
tween 0 and 1). This activation function, together with a suitable dataset 
normalization, automatically prevents the formation of nonphysical 
negative water depths. The datasets were normalized to the interval (0, 
1) to ensure proper functioning of the Sigmoid, and to align the water 
depth values for different test cases. All the samples in each dataset were 
divided by a value slightly higher than the maximum water depth 
simulated by the PARFLOOD model for the speciic case study (Table 1). 
This normalization strategy aims to prevent the potential saturation of 
the activation function, particularly for values near the dataset’s 
maximum water depth. 

In this work, the dataset samples consist of raster grids with a 
signiicantly larger number of cells than the 64 × 64 pixels of the video 
clips used to train the original VPTR model (up to two orders of 
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magnitude larger). For this reason, to limit the latent features dimen-
sion, the original number of convolutional layers of the autoencoder (i. 
e., k = 3) was increased to 4 and 5. Additionally, we adjusted the number 
of channels in the latent feature dmodel to 512 and 768, depending on the 
study case (see Table 2). These adaptations, together with the use of 
separated space–time SA computation and patches in the local spatial 
MHSA calculation, are the keys to overcome the quadratic complexity of 
the SA computation, and consequently to reduce the training time and 
the GPU memory consumption. 

For the irst training stage (AE training), we used the Adam optimizer 
with beta values of (0.5, 0.999) and learning rates of 2e-4 for case 
studies 1, 3a, and 3b, and 1e-5 for case study 2, while a learning rate of 
1e-3 was adopted in the second training phase (VPTR training). 
Furthermore, an early stopping technique was introduced for the 
Transformer training stage to halt the training process if the model’s 
performance did not improve after a speciied number of epochs (e.g., 
20), in order to prevent overitting. During the surrogate model training 
and inference, we considered a batch size in the range 4–12, depending 
on the case study and the training phase. Furthermore, we iltered out 
insigniicant water depths in the simulated maps by setting the water 
depth in cells with values lower than a speciied threshold (1e-3 m for the 
irst and third test case and 1e-4 m for the second one) to zero. 

In computing the training losses (Eq. (6) and Eq. (10)), the values of 
the hyperparameters λGDL and λGAN, which generated the highest pre-
diction accuracy, were identiied through trial-and-error. The value of 
these hyperparameters changed during the AE training (Eq. (6)): for the 
irst E epochs we set λGAN = 0.01 and λGDL = 1.0, then we neglected the 
inluence of LGAN in the total loss computation setting λGAN = 0 and 
λGDL = 0.01. E was the number of epochs required for the LGAN loss (Eq. 
(9)) convergence. Its value depends on the test case and varies approx-
imately between 30 and 50 epochs. For the VPTR training (Eq. (10)) we 
considered λGDL equal to 0.1 for the synthetic study cases, and to 0.01 for 
the real test case application. Generally, the value of λGDL must be 
calibrated to achieve an order of magnitude of LGDL loss (Eq. (8)) equal 
or greater than LMSE loss (Eq. (7)). For the GDL computation we set α =
1. 

Training a Transformer based model from scratch is challenging, and 
usually leads to a reduced prediction accuracy if not enough data are 
available (Bertasius et al., 2021). Furthermore, the datasets employed in 
this study consist of a notably smaller number of samples in comparison 
to the datasets normally used for video classiication and video future 
frames prediction tasks. To mitigate the risk of overitting and minimize 
training costs, we initialized the AE and VPTR models with weights 
pretrained on the MovingMNIST dataset (Ye & Bilodeau, 2023). 

In this work, all simulations were run using a NVIDIA A100 GPU with 
80 GB memory. 

4. Results and discussion 

In this Section, the results of the FS model testing are presented for 
the three case studies. The unseen sequences of maps of the testing 
dataset were used to evaluate the forecasting performance of the sur-
rogate model. 

Table 3 provides a summary of the average performance metrics 
(RMSE and F1) obtained setting P = I = 8 and F equal to 98, 113 and 83 
for the three test cases, respectively. We emphasize that these metrics 
are computed considering the frames t > I (see Section 2.5). As shown in 
Table 3, the autoregressive procedure of the real-time forecasting 
application generates higher errors compared to the FS test, where only 
the frame at time t = I + 1 is predicted. This behaviour is expected due 
to the error accumulation resulting from using predicted maps as input 
to forecast subsequent ones during the autoregressive procedure (see 
Fig. 2b). It is also important to note that, for case study 2, the errors are 
two orders of magnitude lower than the errors observed in the other 
cases, due to the different scales involved. 

The detailed results for each case study will be thoroughly discussed 
in the following subsections. 

4.1. Case 1: Dam-break in a parabolic channel 

Considering the irst case study, Fig. 4 shows the RMSEs computed 
for the predicted frames of the FS test and the real-time forecasting 
application. The RMSE of the test procedure (black line) is in the range 
0.4–2.5 cm. The higher errors are observed in predicting the irst 10 
future frames (i.e., t ∈ [9,⋯, 18]) due to the rapid dynamic of the lood 
and the high velocity of the wet/dry front propagation. In subsequent 
instants, where the lood evolution slows down, the data-driven model 
improves its accuracy, reducing the error near the front of the lood. The 
average RMSE is equal to 0.7 cm. This value corresponds to a small 
fraction of the maximum water depth of the testing dataset (i.e., 10 m). 
Consequently, we can assert that the SA mechanism of the Transformer 
block is able to extract spatiotemporal information from the latent fea-
tures and predict frame at instant t = I+ 1. The average F1 score close to 
1 (Table 3) conirms the capability of the FS model to correctly identify 
the looded area in this case study. 

For the real-time forecasting application, we considered the number 
of past P and future F frames equal to 8 and 98, respectively. This 
coniguration allows to consider the entire lood event represented by 
the 106 samples of the testing dataset, corresponding to about 35 min of 
real time. The red line in Fig. 4 represents the RMSE computed for each 
recursively predicted future frame, while Fig. 5 shows the comparison 
between ground-truth and forecasted maps using the autoregressive 
procedure, for some representative instants. The red line in Fig. 4 shows 
a particular trend. In the recursive prediction of the irst 15 future 
frames (i.e., t ∈ [9,⋯, 23]), the RMSE increases from 2.5 to 12.5 cm. This 
trend is mainly associated with the higher errors in forecasting the irst 
future frames, similarly to what was observed in the FS test (black line). 
Furthermore, the error accumulation accentuates the increase of the 
RMSE. In subsequent instants, approximately until t = 72, the error 
gradually decreases due to the reduction of the lood propagation ve-
locity and the associated error near the wet/dry front. Subsequently, the 
RMSE rises again due to the error accumulation until frame t = 100, 
when the lood inundation reaches the downstream boundary, and 
consequently the wet/dry front disappears, resulting in a sudden drop of 
the RMSE of about 5 cm. The average RMSE computed for all the 98 
future frames is reported in Table 3. Fig. 5 shows that the differences 
between the ground-truth and predicted maps are everywhere lower 
than 25 cm, except for cells near the front of the lood, where differences 
can reach up to 80 cm in some frames. These errors are acceptable for 
the purpose of real-time forecasting. Furthermore, Fig. 5 shows that the 
symmetry of the inundation is well preserved in almost all the predicted 
maps. This demonstrates the capability of FS model to correctly repro-
duce symmetrical loods. We stress that no additional information about 
the symmetry had been provided to the surrogate model during the 
training process. 

As expected, the autoregressive procedure of the FS model generates 
higher RMSEs compared to the simple prediction of one frame ahead (FS 
test), due to the error accumulation. Nevertheless, the average F1 score 
decreases slightly for the recursive prediction (see Table 3), keeping a 

Table 2 
Surrogate model hyperparameter settings and number of model parameters for 
different case studies.   

Case study 
1 

Case study 
2 

Case study 
3a 

Case study 
3b 

CNN layers (k) 4 4 4 5 
Latent feature size 
(h× w×dmodel)

60 x 8 x 
512 

16 x 8 x 
512 

28 x 16 x 
512 

28 x 16 x 
768 

AE parameters 
[million] 

45.5 45.5 45.5 105 

VPTR parameters 
[million] 

129 90 125 244  
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very high level of conidence. 

4.1.1. Sensitivity analysis to the number of input frames 
We analysed the inluence of the hyperparameter I on the quality of 

the training result. In particular, we conducted a sensitivity analysis to 
determine the number of input frames I to eficiently train the FS model 
for case study 1. We considered values of I equal to 1, 2, 4, 8, 12 and 16. 
Since the number of input frames affects only the VPTR module, we used 
the same optimized AE parameters for all conigurations analysed. The 
model performance was assessed by comparing the RMSE and the 
overall VPTR training times. The computational time required by the 
training process depends on different factors, such as the batch size. 
Generally, reducing the GPU memory consumption due to a lower 
number of frames in the input sequence for the Transformer allows 
increasing the batch size. While preliminary experiments showed that 
increasing the batch size reduces the training time per epoch, conver-
gence to the optimal solution is slower and requires a greater number of 
epochs. Consequently, to mitigate the inluence of this hyperparameter, 
a constant batch size of 4 was considered for all the conigurations 
examined in the present sensitivity analysis. Furthermore, the values of 
the other hyperparameters were kept as described in Section 3.5. 

The results are summarized in Table 4. To ensure a fair comparison, 
the average RMSE of the FS test was computed considering the predicted 
maps at the same instants for all simulations (i.e., t ∈ [17, 76] since the 
maximum value of I considered was equal to 16). Generally, the average 
RMSE remains almost constant as I varies, except for I = 1 which gen-
erates a slightly higher value. Fig. 6a shows the RMSE of the FS test for 
frames t ∈ [2, 30]. The case I = 1 generates higher RMSEs compared to 
the other conigurations. Furthermore, the model trained with I = 4 
determines a lower error in predicting the irst three future frames (i.e., 
t ∈ [5, 7]), compared to the same maps predicted setting I = 2. Similar 
improvements are observed with I = 8 and I = 4 for t ∈ [9, 11], while a 
further increase in the number of input frames (e.g., I = 12 or 16) pro-
duces a modest RMSE improvement. Focusing on the training time, the 
4th column of Table 4 shows that increasing the number of input frames 
from 1 to 2 leads to a slight increase in the average epoch training time. 
Furthermore, the computational time changes almost linearly by vary-
ing the number of input frames in range 4–16. 

Given that the ultimate goal of the FS model is the application on real 
lood scenarios, in this sensitivity analysis we also take into account the 
outcomes of the real-time forecasting procedure adopting the autore-
gressive method described in section 2.4. In the present study we set the 
number of past frames P = I and number of future frames F = 60. To 
facilitate a comparison of results across different values of the hyper-
parameter I, all the conigurations analysed focus on the prediction of 
the same 60 future maps (i.e., t ∈ [17, 76]). Fig. 6b shows the RMSE 
computed on the recursively forecasted maps. Notably, the model 
trained with I = 8 achieved the lowest RMSE during the autoregressive 
procedure. The use of a higher value of the hyperparameter (i.e., I = 12 
or 16) led to a lower accuracy due to the redundancy of information in 
the input sequence. The average RMSEs summarized in Table 4 conirm 
that the surrogate model trained with I = 8 outperforms the other 
conigurations studied. In conclusion, it can be reasonably assumed that 
the number of input frames I = 8 can also be considered adequate to 
eficiently train the FS model for the other dam-break case studies 
considered in the present work. 

4.2. Case 2: Dam-break in a rectangular tank 

For the second case study, Fig. 7 shows the RMSEs computed for the 
predicted frames of the FS test and the real-time forecasting application. 
The RMSE for the FS test is lower than 0.5 mm for all the predicted 
frames. This value is less than 0.5 % of the initial water level in the 
upstream reservoir (i.e., 15 cm). Similar to the previous case study, we 
can assert that the FS model is able to eficiently forecast one frame 
ahead. 

For the real-time forecasting application, we considered the number 
of past P and future F frames equal to 8 and 113, respectively. Conse-
quently, all the 121 samples of the testing dataset were included. Fig. 8 
shows the comparison between the ground-truth and forecasted maps 
using the autoregressive procedure, for a few representative instants. 
The temporal evolution of the inundation in the loodable area of the 
tank is reproduced quite correctly for the irst 65–70 future frames. 
Indeed, the differences between the ground-truth and predicted maps 
are almost everywhere lower than 2.5 mm. The highest errors are in the 
loodable area close to the lateral boundaries, where the water depths 
are higher due to the relection against the walls. Generally, the differ-
ences in the area close to the prismatic block are less than 5 mm, 
although the water depth reaches values up to 10 cm in this portion of 
the domain. Furthermore, the surrogate model perfectly reproduces the 
presence of the block. We emphasize that no additional information 
about the existence of this element had been provided during the 
training of the FS model. Consequently, the surrogate model acquired 
this information from the samples of the training dataset. Conversely, 
the prediction of the water levels in the upstream reservoir presents 
larger errors. The discrepancies in this part of the domain can be due to 
the type of low generated in the reservoir. Initially, a rarefaction wave 
travels upstream; then, the wave is relected by the walls and conse-
quently the low dynamics is affected by the interaction with the 
boundaries. Therefore, the low gradients of water depth and the com-
plex interaction with the walls drastically increase the inluence of the 
error accumulation in the recursively predicted maps. It follows that the 
differences between ground-truth and forecasted maps in the upstream 
reservoir are up to 13–14 mm (see Fig. 8). Nevertheless, the prediction of 
the temporal evolution of the lood in the downstream area is not 

Table 3 
Performance metrics for test and real-time forecasting application of the FS model on each case study. Number of frames: I = P = 8 and F equal to 98, 113 and 83 for 
the three test cases, respectively. The unit of RMSE is [m].   

Case study 1 Case study 2 Case study 3a Case study 3b  
RMSE F1 RMSE F1 RMSE F1 RMSE F1 

FS test  0.007  0.998  0.0003  0.998  0.042  0.967  0.059  0.928 
Real-time forecasting  0.084  0.986  0.0029  0.994  0.104  0.937  0.154  0.886  

Fig. 4. Case study 1: RMSE computed for the FS test and the real-time (R-T) 
forecasting application. Number of frames: I = P = 8 and F = 98. 
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affected by these errors. 
In addition to the standard RMSE computed for the entire domain, 

Fig. 7 shows the RMSE calculated separately for the cells in the upstream 
reservoir and in the downstream loodable area. Clearly, the RMSE for 
the entire domain is inluenced by the error in the upstream reservoir for 
the irst 80–85 frames. Indeed, the RMSE computed for the cells in the 
upstream basin increases rapidly from 0.5 mm to about 5.6 mm in 
predicting the irst 16 future frames (i.e., t ∈ [9,⋯,24]), due to high 

prediction errors in the north edge of the tank (see Fig. 8), and then 
maintains an oscillatory trend. Differently, the RMSE computed for the 
downstream area remains lower than 1.0 mm until frame t = 60, and 
then progressively increases, reaching values up to 3.0–3.3 mm. The 
deterioration of the forecasting process is a result of the error accumu-
lation in the southern area of the tank. Indeed, starting approximately 
from frame t = 70, the inundation reaches the downstream boundary, 
and consequently a local increase in water depth (up to 75 mm) is 

Fig. 5. Case study 1: comparison between ground-truth and forecasted maps for some representative frames of the testing dataset. The predicted maps are obtained 
through the autoregressive procedure of the FS model. The last row represents the difference between the predicted and ground-truth maps. The dashed black lines 
represent the position of the gate (y = 1600 m). Number of frames: I = P = 8. 
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generated by the wall relection. The data-driven model tends to over-
estimate the speed of the front propagation of the relected wave, pro-
ducing water depth differences up to 35 mm. 

The average RMSE of the 113 recursively predicted frames is equal to 
2.9 mm, which is less than 2 % of the initial water level in the upstream 
reservoir (i.e., 15 cm). Furthermore, the average RMSEs computed 
separately for the cells in the upstream reservoir and in the downstream 
loodable area are about 3.4 and 1.6 mm, respectively. The F1 score is 
extremely high for both the FS test and the real-time forecasting appli-
cation (see Table 3). Consequently, we can conclude that the FS model 
correctly reproduces the extension of the looded area for this case 
study. Furthermore, similarly to the case study 1, the symmetry of the 
looding is quite well preserved in the downstream loodable area 

(Fig. 8). The major asymmetries can be found in the area close to the 
lateral walls, where the lood dynamics is affected by the wave relec-
tion, and in the upstream reservoir, where the error accumulation is 
notable. 

4.3. Case 3: Dam-break of the Parma river lood-control dam 

In this Section, dedicated to the hypothetical dam-break of the Parma 
River reservoir dam, we irst present the results of the FS training pro-
cess with a spatial resolution of 20 m. Then, we compare these results 
with the outcomes of the surrogate model trained using the 10 m reso-
lution maps. Finally, we demonstrate that the FS model can predict tens 
of future maps requiring only a few (e.g., 1–2) past frames, promoting 
the integration of our surrogate model in early-warning systems. 

4.3.1. Spatial resolution of 20 m 
For case study 3a, the solid lines in Fig. 9 represent the RMSEs 

computed for the predicted frames of the FS test and of the real-time 
forecasting application. As expected, the latter is affected by the error 
accumulation, and consequently the recursively predicted maps have 
higher RMSEs compared to the frames forecasted by the test procedure 
in which only the I + 1 map is predicted. 

The RMSEs of the FS test are in the range 3–6 cm, with an average 
value equal to 4.2 cm. These values are less than 0.5 % of the maximum 
water depth for the present case study (i.e., 14.2 m). Furthermore, the F1 
score for the test procedure is close to 1 (see Table 3). Consequently, also 
for a dam-break on a real bathymetry, the FS model can forecast one 
frame ahead with a high level of accuracy. 

Table 4 
Comparison of prediction performance varying the number of input frames I. We 
set P = I and F = 60. The number of training epochs was automatically deined 
by the early stopping technique. The average RMSE of the FS test and the real- 
time forecasting application was computed on frames t ∈ [17, 76]. The inal 
coniguration (I = 8) is in bold.  

Input 
frames I 

Training 
epochs 

Training 
time [min] 

Time/ 
epochs 
[min] 

RMSE FS 
test [m] 

RMSE real- 
time 
forecasting [m] 

1 104 65  0.63  0.0060  0.080 
2 110 75  0.68  0.0056  0.085 
4 100 90  0.90  0.0056  0.075 
8 116 125  1.08  0.0054  0.045 
12 120 155  1.29  0.0053  0.059 
16 136 200  1.47  0.0053  0.056  

Fig. 6. (a) Comparison of the RMSE computed for the FS test varying the number of input frames I. For clarity of representation, only the irst 30 frames are shown. 
Number of frames: I = [1, 2, 4, 8, 12, 16] (b) Comparison of the RMSE computed for the real-time forecasting procedure varying the number of input frames I. All the 
simulations forecast the same temporal frames t ∈ [17, 76]. Number of frames: I = P = [1, 2, 4, 8, 12, 16] and F = 60. 

Fig. 7. Case study 2: RMSE computed for the FS test and the real-time forecasting application. For this last case, we split the metric computation for the upstream 
reservoir and the downstream loodable area. Number of frames: I = P = 8 and F = 113. 
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For the real-time forecasting application, we set I = P = 8 and F =
83, and all 91 samples from the testing dataset are considered. This lead 
time, which corresponds to approximately 3 h of real-time, ensures the 
conclusion of the lood event within the study area (i.e., emptying of the 
reservoir and reaching of the maximum lood extent). The irst predicted 
frame (i.e., t = 9) has a RMSE of about 5 cm (Fig. 9). For frames in range 
t = 10-16 (2nd-8th predicted frames) the error gradually increases up to 
9 cm due to the underestimation of the water depths near the wet/dry 
front of the lood in the river region (see Fig. 10). Starting from frame t =

17, the inundation reaches the downstream boundary, and conse-
quently the error correlated to the wet/dry front disappears. This in-
volves a RMSE reduction of about 2 cm (Fig. 9). Then, the RMSE starts to 
increase again due to the error accumulation, reaching a value of about 
16 cm for the last predicted frame (t = 91). Fig. 10 shows that, in 
general, the differences between predicted and ground-truth maps in the 
area outside the river region are lower than 25 cm, except for some 
speciic locations, where the errors increase up to 1 m. These high dif-
ferences start appearing approximately from the 60th predicted frame, 

Fig. 8. Case study 2: comparison between ground-truth and forecasted maps for some representative frames of the testing dataset. The predicted maps are obtained 
through the autoregressive procedure of the FS model. The last row represents the difference between the predicted and ground-truth maps. The black rectangle in 
the downstream loodable area is the prismatic block. Number of frames: I = P = 8. 

Fig. 9. Case studies 3a and 3b: RMSE computed for the FS test and the real-time (R-T) forecasting application. Number of frames: I = P = 8 and F = 83.  

M. Pianforini et al.                                                                                                                                                                                                                             



Journal of Hydrology 635 (2024) 131169

14

due to the error accumulation at the north-eastern edge of the lood. 
Furthermore, for these frames, the progressive increase in the RMSE is 
mainly due to the overestimation of water depths in the river region 
during the recession limb of the lood. Indeed, considering only the 
domain outside the river region, the RMSE of the frame t = 90 is equal to 
9.8 cm, which is 6.1 cm lower than the metric computed for the entire 

study area, while for t = 60 it is equal to 8.5 cm (Fig. 9). For the last 
frames, the dynamics of the lood propagation in the lowland area is not 
affected by the overestimated water depths in the river region because 
the water surface elevations in this area are lower than the riverbanks 
elevations, and consequently the overtopping is prevented. The average 
RMSE and F1 score of the 83 recursively predicted frames are equal to 

Fig. 10. Case study 3a: comparison between ground-truth and forecasted maps for some representative frames of the testing dataset. The predicted maps are ob-
tained through the autoregressive procedure of the FS model. The last row represents the difference between the predicted and ground-truth maps. Number of frames: 
I = P = 8. 
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10.4 cm and 0.937, respectively (Table 3). Considering that the present 
case study is an application to a dam-break on a real bathymetry, the 
model provides accurate enough forecasts for practical purposes. 

For the present case study, the overall training time of the FS model is 
lower than 3.5 h using an NVIDIA A100 GPU, while the computational 
time required by the surrogate model to recursively forecast 90 future 

maps is lower than 1 min. This execution time is comparable to the 
runtime of the eficient PARFLOOD code, and it is negligible compared 
to the physical time of the lood simulated (i.e., 3 h). Furthermore, the 
current implementation of the FS model allows running the real-time 
forecasting procedure also using Central Processing Unit (CPU) instead 
of GPU. For example, using an Intel Xeon CPU E5-2680v4 2.4 GHz, the 

Fig. 11. Case study 3b: comparison between ground-truth and forecasted maps for some representative frames of the testing dataset. The predicted maps are ob-
tained through the autoregressive procedure of the FS model. The last row represents the difference between the predicted and ground-truth maps. Number of frames: 
I = P = 8. 
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autoregressive procedure takes about 2 min, even if the model was not 
optimized for inference. This suggests that, while the training process 
requires high-performance computing hardware, real-time forecasting 
could be performed even with standard laptops/workstations in a frac-
tion of the real event duration. 

4.3.2. Spatial resolution of 10 m 
In this Section, we compare the results of case study 3a (20 m reso-

lution, see Section 4.3.1) with the outcomes of the surrogate model 
trained considering the 10 m resolution maps (case study 3b). The 
purpose is to analyse the inluence of the map dimensions on the per-
formance of the surrogate model, verifying its robustness and scalability 
with different spatial resolutions. Fig. 9 shows the comparison of the 
RMSEs for the two conigurations. Generally, the errors obtained for the 
10 m resolution are slightly larger than the ones obtained with the 20 m 
grid. Indeed, as summarized in Table 3, the average RMSEs for the FS 
test and real-time forecasting procedure are respectively 1.7 and 5.0 cm 
higher for the iner resolution. 

For the real-time forecasting application, we considered the same 
number of frames used for case study 3a (i.e., I = P = 8 and F = 83). For 
frames in range t ∈ [9, 17] (1st-9th predicted frames), the surrogate 
model trained with the 10 m resolution grid reduces the error near the 
wet/dry front. However, it generates more spatially distributed differ-
ences (in the range 5–25 cm) in the looded area (see Fig. 10 and 
Fig. 11). Starting from frame t = 18 (10th predicted frame) to frame t =
36 (28th predicted frame), the differences increase up to 0.8–1.2 m in 
some speciic locations on the hydraulic left of the river, where the local 
low ield is particularly complex. For the following frames, similarly to 
the results obtained considering the coarser grid, the water depths in the 
river region are overestimated up to 0.5–0.8 m, while the highest errors 
(up to 1.0–1.2 m) are in the north-eastern edge of the looded area. 
Differently from case study 3a, these differences are mainly due to the 
underestimation of the looded area near the front of the propagation. 
Indeed, as we can see from Table 3, the average F1 score for the case 
study 3b is slightly lower than case study 3a. For the 10 m resolution 
maps, the accumulation of the error in the river region generates a 
progressive increasing in the RMSE, which reaches values up to 22 cm 
for the last predicted frames (Fig. 9). Considering only the cells outside 
the river banks, the RMSE of frame t = 90 is equal to 14.8 cm, which is 
7.3 cm lower than the metric computed for the entire study area (Fig. 9), 
while for t = 60 it is equal to 12.5 cm. Nevertheless, these values are 4–6 
cm higher than the results of case study 3a. Consequently, reining the 
map resolution produces a more relevant inluence of the error accu-
mulation for long-time series predictions. On the other hand, it allows 
describing the temporal evolution of the inundation with a better spatial 
resolution, due to the discretization of the domain with a larger number 
of cells. 

For the 10 m resolution maps, the overall training time is about 6.5 h, 
which is less than two times higher compared to the coarsened grid. This 
increase is a result of the higher dimension of the FS model, which re-
quires itting a greater number of parameters (see Table 2). Neverthe-
less, the recursive forecast of 90 future maps (i.e., 3 h of lead time) takes 
less than 1.4 min for the reined resolution. Differently from physically 
based models, the computational eficiency for the prediction phase of 
the FS model is only marginally inluenced by the map dimension. 
Indeed, the inference time increases only by 40 % when doubling the 
spatial resolution. 

4.3.3. Sensitivity analysis to the number of past frames 
In the previous sections, we presented the results of the real-time 

forecasting of dam-break scenarios, using the same value for both the 
number of past frames and input frames (i.e., P = I = 8). Consequently, 
with this coniguration, the application of the FS model to forecast the 
temporal evolution of the inundation maps for a real emergency appli-
cation would require the availability of the irst 8 water depth maps of 
the lood event, which can be obtained by coupling numerical and 

surrogate models. This procedure might reduce the overall computa-
tional eficiency and it is not an easy task to perform in real time. For this 
reason, we tested the capability of the FS model to forecast water depth 
maps by assuming that the number of past frames P was set to a value 
lower than the number of input frames I assigned during the training 
process. Theoretically, the forecasting of the temporal evolution of 
loods setting P = 1 would only require the initial water level in the 
upstream reservoir. Normally, this value is recorded by a gauge station 
located near the dam, and consequently it is easily available and 
convertible to a water depth map in lake-at-rest conditions. 

For this analysis, we considered the dam-break of the Parma River 
dam with a spatial resolution of 20 m (case study 3a). We set I = 8, 
consequently we used the previously trained FS parameters. In addition 
to the real-time forecasting procedure obtained setting the number of 
past frames P = 8 (Section 4.3.1), we also considered P = 4, 2 and 1. The 
corresponding number of future frames F are respectively equal to 87, 89 
and 90 (i.e., P+ F = 91, which is the number of samples in the testing 
dataset). Fig. 12 shows the RMSEs for the recursively predicted future 
frames for different values of P, while Fig. 13 represents the differences 
between the forecasted and ground-truth maps for each coniguration 
analysed. The use of a lower number of past frames generates a RMSE 
increase for the irst frames of the sequence. For P = 1, the prediction of 
the irst future frame (t = 2) has a relatively high RMSE (approximately 
31 cm). As we can see from Fig. 13, the water depths in this frame are 
particularly high (up to 11–12 m), and the major differences (0.9–1.1 m) 
are located near the dam and in the southern area of the reservoir. The 
RMSE value for the subsequent predicted maps progressively decreases, 
reaching about 7 cm for frame t = 18 (17th predicted frame). We ob-
tained comparable results setting P = 2 but in this case the RMSE is 
lower, especially for frames in range t = 10–17. For P = 4, the RMSE 
value of the forecasted frames t = 5–10 is 1.5–3.5 cm lower than the 
RMSE for P = 2. Similar results are obtained comparing P = 8 and P =
4, with differences of 1.5–2.5 cm for frames t = 9–13. Starting from 
frame t = 18 (approximately the instant the lood reaches the down-
stream boundary) the RMSEs are comparable for all the simulations. The 
average RMSEs and F1 scores of the four simulations are summarized in 
Table 5. The average F1 is almost the same for all the simulations, thus 
the ability of the FS model to predict the looded area extension is only 
marginally inluenced by the number of past frames. Similarly, the 
average RMSE is nearly constant except for P = 1, which generates an 
increase of about 1 cm. Despite these small discrepancies, the results are 
acceptable for the purpose of real-time forecasting of dam-break sce-
narios on real bathymetry. The surrogate model computational time is 
not affected by the variation of the number of past frames (P). 

Fig. 12. Comparison of RMSE for different number of past frames (P). Number 
of frames: I = 8, P = [1, 2, 4, 8] and F = [90, 89, 87, 83]. Only the RMSE of the 
irst 30 frames is represented. 
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Fig. 13. Comparison of prediction performance with different number of past frames (P). The maps represent the differences between the predicted and ground-truth 
maps. Number of frames: I = 8, P = [1, 2, 4, 8]. 
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4.4. Advantages, limitations, recommendations, and future work 

Differently from the previously developed surrogate models for lood 
predictions, the FloodSformer model integrates autoencoder and trans-
former architectures. The results presented show its ability in predicting 
long time-series of water depth maps for dam-break scenarios with 
acceptable accuracy, even when providing a limited number of past 
frames as input data. This eficiency is principally attributed to the 
multi-headed self-attention mechanism, which allows modelling long- 
range dependencies and attending to different space–time information 
of the input sequence (Bertasius et al., 2021). As a result, for problems 
where the spatiotemporal correlation is fundamental, the adoption of a 
transformer-based model provides superior accuracy compared to 
traditional ML and DL models (e.g., RNN, CNN). Furthermore, as pre-
sented in Section 2.3, the loss of the VPTR training procedure is 
computed by considering all the predicted frames (i.e., not only the 
future instant t = I + 1 but also the input frames within the range 
2 ≤ t ≤ I), as illustrated in Fig. 2a. This approach reduces errors when 
employing the surrogate model for autoregressive predictions that start 
with the number of past frames P lower than I. 

A drawback associated with the proposed surrogate model is the 
error accumulation in the predicted maps due to the autoregressive 
procedure (see Section 2.4). To address this issue, a non-autoregressive 
model can be utilized. Indeed, as demonstrated by Ye & Bilodeau 
(2023), a non-autoregressive model that directly forecasts K future 
frames can mitigate the accumulation of error in predicted frames and 
enhance inference speed. However, this type of model comes with 
several drawbacks. Firstly, training a transformer-based non-autore-
gressive model is more complicated than its autoregressive counterpart, 
necessitating a sophisticated loss function to effectively capture and 
reproduce spatiotemporal information in the maps, along with a higher 
number of parameters (Ye & Bilodeau, 2023). Secondly, the GPU 
memory and time consumption during training increase with the raise in 
the number of forecasted frames K. This imposes a limitation on the 
number of frames that the non-autoregressive model can predict in a 
single step. Consequently, if the total required lead time (i.e., F future 
frames) exceeds K, the real-time forecasting procedure entails using the 
initially predicted K frames as input data for forecasting the subsequent 
K frames, repeating this process until all F future frames are predicted. 
Therefore, for practical applications, a non-autoregressive model also 
introduces a recursive prediction, potentially resulting in error accu-
mulation similar to autoregressive models. For these reasons, the strat-
egy of implementing a non-autoregressive model was discarded for the 
present study. Further analyses regarding the suitability of transformer- 
based non-autoregressive models for predicting the temporal evolution 
of lood maps can be conducted in future studies. 

In this work, the number of input frames I was determined through a 
sensitivity analysis involving a comparison of metrics for the prediction 
of test samples (see Section 4.1.1). Differently, the selected number of 
future frames F ensures that the lood propagation in the study area is 
concluded (i.e., the reservoir is almost empty, and the maximum lood 
extent is reached). 

In the implementation of a data-driven surrogate model, it should be 
recalled that, generally, it exhibits optimal performance when interpo-
lating information within the range of the training data. Conversely, the 
accuracy of predictions signiicantly diminishes for extrapolations, i.e., 

when performing predictions of values outside the training range 
(Fraehr et al., 2024). Therefore, it is important that the training dataset 
contains a broader spectrum of values than those expected during the 
inference process. To overcome this signiicant problem, in the context 
of dam-break prediction, it is recommended to include in the training 
dataset the scenario corresponding to an initial water level equal to the 
maximum allowable in the dam. 

The dataset creation is a fundamental step for the implementation of 
the FS model (and of data-driven models in general). The accuracy of 
actual lood predictions highly depends on the reliability of ground- 
truth maps in the training dataset, which can only be generated 
numerically, because observed maps representing the inundation dy-
namics at the adequate temporal resolution are never available in the 
practice. The dataset quality depends on the accuracy of the hydrody-
namic model used to generate the maps, and of the model calibration 
process, which guarantees that simulated results are in close agreement 
with ield observations during past lood events. As previously 
mentioned in Section 3.1, the PARFLOOD code, employed in this work, 
is a robust and accurate 2D SWE solver, largely validated for real events 
(e.g., Vacondio et al., 2014), and therefore meets the requirements as a 
numerical tool to generate the ground-truth water depth maps. More-
over, for the case studies considered in this work, the maps were 
generated with an adequate spatial and temporal resolution to provide 
results of good quality for the training phase. As regards the calibration, 
the main parameter for hydraulic models is the roughness coeficient. 
Typically, calibration is carried out when observed data (e.g., recorded 
water levels at a gauging station, arrival time of the lood, etc.) are 
available, which is rarely the case for dam-break scenarios. Alternative 
strategies are therefore necessary to determine reasonable values for the 
roughness coeficient. For case 1, where a synthetic domain is consid-
ered, a value consistent with the friction of natural channels was simply 
adopted. For case 2, we considered a roughness coeficient derived from 
a calibration procedure carried out on a similar case by Aureli et al. 
(2008). Lastly, for the real-ield dam-break case study (case 3), observed 
data were unavailable, as this phenomenon had never occurred in the 
Parma River. Consequently, the Manning coeficient derived from a 
prior calibration process based on past lood events was used for the 
river region. Furthermore, the same value was also assumed for the 
loodable areas outside the river region. It is important to emphasize 
that, for dam-break scenarios, the rapid looding dynamics are only 
marginally affected by the speciic value of the roughness coeficient 
chosen for the study area (Ferrari et al., 2023), which reduces the impact 
of the lack of calibration on the results. Obviously, in the context of 
developing real-time forecasting models intended for practical emer-
gency applications, a rigorous analysis should be conducted to deter-
mine the optimal roughness coeficient for each speciic case study. 

In this work, we focused on the analysis of inundations resulting from 
dam-break scenarios. However, it’s noteworthy that the FS model has 
the potential to be applied to various types of river loods, provided that 
open boundary conditions are implemented in the surrogate model. 
Further developments of the FS model, which may expand its range of 
applicability and/or improve its predictive accuracy, include the inte-
gration of additional input maps (e.g., velocity, terrain elevations, etc.) 
in the training process and of time series of scalar values (e.g., discharge, 
levels) to account for open boundary conditions. 

5. Conclusions 

In this work, a new Transformer-based surrogate model was used to 
eficiently predict the temporal evolution of inundation maps for dam- 
break scenarios. The overall goal was to develop a real-time fore-
casting model that emulates physically based schemes. The data-driven 
model assessment was performed based on the prediction of lood maps 
of three case studies: two dam-breaks over synthetic bathymetries (case 
studies 1 and 2) and the hypothetical collapse of a dam on a real ba-
thymetry (case studies 3a and 3b). The ground-truth water depth maps, 

Table 5 
Comparison of prediction performance with different number of past frames P. 
Number of frames: I = 8, P = [1, 2, 4, 8] and F = [90, 89, 87, 83].  

Past frames P RMSE [m] F1 [-] 
1  0.114  0.936 
2  0.106  0.939 
4  0.105  0.937 
8  0.104  0.937  
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used as samples to train and evaluate the data-driven model, were 
generated through a hydrodynamical code (PARFLOOD). 

Our results showed the following:  

• For the irst two case studies, the autoregressive procedure of the FS 
model shows a predictive performance in forecasting the temporal 
evolution of inundation that can be considered accurate enough for 
real-time forecasting applications. Furthermore, the symmetry of the 
inundation is quite properly preserved for both case studies. In case 
study 2, slightly larger errors were observed in the upstream reser-
voir, due to the low gradients of water depth and the complex 
interaction of the low with the walls.  

• For the real-ield dam-break case study (case 3a), average RMSE and 
F1 of about 10.4 cm and 0.94 were obtained, respectively. Generally, 
the differences between ground-truth and predicted maps are less 
than 25 cm in the loodable area for the irst 60 predicted frames 
(RMSE < 14 cm), corresponding to 2 h of real-time. The highest 
errors are located near the wet/dry front of the lood for the irst 
frames, and in the river region for the later frames, due to the 
overestimation of the water depths during the recession limb of the 
lood. The FS model’s prediction accuracy for real-time applications 
is considered entirely acceptable.  

• When reining the spatial resolution of the maps (case study 3b) a 
more pronounced inluence of the error accumulation in long-time 
series predictions was observed. However, the errors can be still 
considered low for real-time forecasting applications. Doubling the 
spatial resolution (from 20 to 10 m) results in approximately 5 cm 
increase of the RMSE. Conversely, the temporal evolution of the 
inundation was better described, thanks to the discretization of the 
domain with a larger number of cells, without signiicantly affecting 
the computational time required for real-time forecasting.  

• Reducing the number of past frames P (i.e., maps used as initial 
condition) minimizes the prior information needed for the real-time 
forecasting. In the case study 3a, the consequent increase in pre-
diction error is restricted to the irst forecasted frames. The average 
RMSE remains almost unchanged until P = 2, while it increases by 
about 1 cm for P = 1. The average F1 score is not inluenced by the 
variation of P. Consequently, our data-driven model can be used to 
predict long lasting real-time dam-break scenarios, with just 1–2 
initial water depth maps as input data.  

• As regards the computational times, considering the real-ield dam- 
break case study with a spatial resolution of 20 m (case 3a), the 
recursive prediction of 90 future frames, which corresponds to 3 h of 
lead time, takes less than 1 min. Furthermore, even doubling the 
spatial resolution (case 3b), the forecast takes less than 1.4 min. 

In conclusion, the proposed strategy, leveraging an autoregressive 
procedure to make long-term forecasts of lood maps inferred from the 
FS model, can be considered a suitable tool for real-time emergency 
applications, thanks to its short computational time (e.g., about 1 min 
for the prediction of 90 maps) and its ability to provide accurate fore-
casts for at least 60 frames ahead. 
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