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# REGULARITY FOR MINIMIZERS OF DOUBLE PHASE FUNCTIONALS WITH MILD TRANSITION AND REGULAR COEFFICIENTS 

ALESSANDRA COSCIA

Abstract. We prove sharp regularity results for minimizers of the functional

$$
\begin{aligned}
& \qquad \mathcal{P}(w, \Omega):=\int_{\Omega} b(x, w)\left[|D w|^{p}+a(x)|D w|^{p} \log (e+|D w|)\right] d x, \\
& \text { with } w \in W^{1,1}(\Omega), p>1, a \in L^{\infty}(\Omega), a(\cdot) \geq 0 \text {, and } 0<\nu \leq b(\cdot, \cdot) \leq L . \\
& \mathcal{P} \text { is a double phase functional with mild transition between }|D u|^{p} \text { and } \\
& |D u|^{p} \log (e+|D u|) \text {. First, under suitable conditions on the moduli of continuity } \\
& \text { of } a(\cdot) \text { and } b(\cdot, \cdot) \text {, we prove that local minimizers are of class } C^{0, \alpha} \text { for every } \\
& \alpha \in(0,1) \text {, then that they are of class } C^{1, \alpha} \text { for some } \alpha>0, \text { provided the } \\
& \text { functions } a(\cdot) \text { and } b(\cdot, \cdot) \text { are Hölder continuous. }
\end{aligned}
$$

## 1. Introduction and results

A major topic in Calculus of Variations is the study of the regularity of minimizers of integral functionals as

$$
\mathcal{F}(w, \Omega):=\int_{\Omega} F(x, w, D w) d x
$$

where $\Omega$ is an open subset of $\mathbb{R}^{n}$ and $F: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ a Carathéodory function satisfying the following growth conditions:

$$
\begin{equation*}
\frac{1}{c}|z|^{p} \leq F(x, v, z) \leq c\left(|z|^{q}+1\right) \tag{1.1}
\end{equation*}
$$

for a.e. $x \in \Omega$ and for all $(v, z) \in \mathbb{R} \times \mathbb{R}^{n}$, with $1<p \leq q, c \geq 1$. If $p=q$ in (1.1) we say that the functional has standard growth conditions of order $p$. On the other hand, if $F$ depends only on the gradient, i.e. $F(x, v, z) \equiv F(z), \mathcal{F}$ is called an autonomous functional. The most natural autonomous functional with $p$-growth is clearly

$$
\mathcal{F}_{p}(w, \Omega):=\int_{\Omega}|D w|^{p} d x
$$

whose corresponding Euler-Lagrange equation is the well-known $p$-Laplace equation

$$
\operatorname{div}\left(|D w|^{p-2} D w\right)=0
$$

The maximal regularity of minimizers of the functional $\mathcal{F}_{p}$ is $C^{1, \alpha}$ for some exponent $\alpha \in(0,1)$ depending only on $p$ and on the dimension $n$, as shown by Ural'tseva in 1968 [49]. The corresponding result in the vectorial case has been instead obtained by Uhlenbeck [48]. Subsequently, the issue has by now been widely developed through extensive literature, also in the evolutionary case. We refer to [37, 39] for an overview on the elliptic case, and to $[19,36]$ in the parabolic case. We refer to $[27,28,38]$ for general information about regularity theory. In the case $p<q$ we obtain the so-called functionals with non-standard growth conditions of ( $p, q$ )-type, as initially defined and studied by Marcellini [40, 41, 42]; these may be anisotropic, e.g. also $F(D w)=\sum_{i=1}^{n}\left|D_{i} w\right|^{p_{i}} d x, p_{i}>1$ may be considered (see [1, 50]).

In his seminal works [51, 52], Zhikov studied some kinds of non-autonomous functionals with non-standard growth, whose integrands change their ellipticity rate according to the position. He was interested in describing the behaviour of strongly anisotropic materials in the context of homogenisation, nonlinear elasticity and Lavrentiev phenomenon. In particular, in [51] Zhikov considered, among others, the following models functionals:

$$
\begin{align*}
& \mathcal{F}_{p(x)}(w, \Omega):=\int_{\Omega}|D w|^{p(x)} d x, \quad 1<p_{1} \leq p(x) \leq p_{2}<\infty  \tag{1.2}\\
& \mathcal{F}_{p, q}(w, \Omega):=\int_{\Omega}\left[|D w|^{p}+a(x)|D w|^{q}\right] d x \quad 0 \leq a(x) \leq L \quad 1<p<q \tag{1.3}
\end{align*}
$$

Functionals like (1.2) and (1.3) can be used to describe the behaviour of strongly anisotropic materials. Similar models appear in the study of non-Newtonian fluids, that change their viscosity in the presence of an electro-magnetic field (see [3]) or in image segmentation problems [31]. When referring to $(p, q)$-growth conditions, the quantity $q / p>1$ is called the gap (ratio) of the integrand $F$. In order to ensure the regularity of minima, the gap cannot differ too much from 1 , in other words the distance between $p$ and $q$ cannot be too large (see the counterexamples [25, 26, 42] concerning both autonomous and non-autonomous functionals). In the last years there has been a considerable amount of interest in functionals with $(p, q)$-growth, see for instance $[8,7,6,11,12,18,22,35,44,47]$.

In the autonomous case the bound on the gap depends on the space dimension $n$. Otherwise, for non-autonomous functionals the presence of $x$ cannot be treated as a perturbation, as in the standard $p=q$ case, since $x$ directly influences the growth of the integrand. The effect of $x$ can thus be very relevant and the regularity of minima is ruled by a subtle interaction between the regularity of $F$ with respect to the $x$-variable and the gap $q / p$. Confirming this, in [5] Baroni, Colombo and Mingione provides a complete regularity theory for the functional $\mathcal{F}_{p, q}$ in (1.3) under the assumptions

$$
\begin{equation*}
0 \leq a(\cdot) \in C^{0, \alpha}(\Omega) \quad \text { and } \quad \frac{q}{p} \leq 1+\frac{\alpha}{n} \tag{1.4}
\end{equation*}
$$

where the bound on the gap is sharp by the counterexamples in [25]. Further contributions to the regularity theory of double phase functionals can be found in $[10,17,21,31,33,45]$; we recommend the reader the references $[30,46]$ for a list of developments on problems with strong anisotropicity.

In the case of the functional $\mathcal{F}_{p(x)}$ in (1.2), the Hölder continuity of minimizers can be proven under a suitable assumption on the logarithmic modulus of continuity $\omega(\cdot)$ on the exponent $p(x)$, which is a non-decreasing continuous function such that

$$
\omega(0)=0 \quad \text { and } \quad|p(x)-p(y)| \leq \omega(|x-y|) \quad \text { holds for every } x, y \in \Omega
$$

The log-continuity assumption prescribes that

$$
\begin{equation*}
\limsup _{r \rightarrow 0} \omega(r) \log \left(\frac{1}{r}\right)=: l<\infty \tag{1.5}
\end{equation*}
$$

assumption (1.5) is crucial: Zhikov proved in [51] that if condition (1.5) is violated, then minimizers can be discontinuous. Moreover, it holds that

- [24] if $l<\infty$, then $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$ for some $\alpha \in(0,1)$;
- [2] if $l=0$, then $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$.

On the other hand, as done in order to prove Hölder continuity of the gradient (the result is proven in [16] by the author and Mingione) it is unavoidable to assume that $p(x)$ is itself Hölder continuous, that is

$$
\omega(r) \leq L r^{\alpha}, \quad \alpha>0
$$

which is obviously stronger than (1.5). This result is sharp in the sense that if $p(x)$ is not Hölder continuous then the gradient is not even continuous in general, as shown in [33]. See also [14] for a further contribution to the issue. In the recent paper [4] another significant model example with non-standard $(p, q)$-growth is considered:

$$
\begin{equation*}
\mathcal{P}_{\log }(w, \Omega):=\int_{\Omega}\left[|D w|^{p}+a(x)|D w|^{p} \log (e+|D w|)\right] d x \tag{1.6}
\end{equation*}
$$

where the non-negative function $a(\cdot)$ is supposed to be bounded. This functional shares features both with $\mathcal{P}_{p(x)}$ and $\mathcal{P}_{p, q}$ introduced in (1.2) and (1.3): the structure resembles that of $\mathcal{P}_{p, q}$, but with a mild phase transition between $|D u|^{p}$ and $|D u|^{p} \log (e+|D u|)$. Then, to avoid discontinuity of minima, Hölder continuity of the coefficient $a(\cdot)$ is not needed but, again, a log-continuity assumption on $a(\cdot)$ is required, exactly as for the exponent $p(x)$ of the functional $\mathcal{F}_{p(x)}$. For a contribution to the study of the functional $\mathcal{P}_{\log }$ see also [12]. Indeed, in analogy with the regularity theory of $p(x)$-growth functional, we have the following:

Theorem 1.1 ([4]). Let $u \in W_{\mathrm{loc}}^{1,1}(\Omega)$ be a local minimizer of the functional $\mathcal{P}_{\mathrm{log}}$ defined in (1.6) and assume that the function $a(\cdot)$ is non-negative and bounded. Let $\omega(\cdot)$ be a modulus of continuity of $a(\cdot)$ and denote

$$
\begin{equation*}
l:=\limsup _{r \rightarrow 0} \omega(r) \log \left(\frac{1}{r}\right) . \tag{1.7}
\end{equation*}
$$

Then

- if $l<\infty$, then $u \in C_{\mathrm{loc}}^{0, \beta}(\Omega)$ for some $\beta \in(0,1)$;
- if $l=0$, then $u \in C_{\mathrm{loc}}^{0, \beta}(\Omega)$ for every $\beta \in(0,1)$;
- if $\omega(r) \lesssim r^{\sigma}$ with $\sigma \in(0,1)$, then $D u$ is locally Hölder continuous in $\Omega$.

In the sequel, to simplify the notation, we will denote

$$
\begin{equation*}
H(x, z):=|z|^{p}+a(x)|z|^{p} \log (e+|z|) \text { so that } \mathcal{P}_{\log }(w, \Omega):=\int_{\Omega} H(x, D w) d x \tag{1.8}
\end{equation*}
$$

The first assertion of Theorem 1.1 holds for a larger family of functionals defined for $u \in W_{\text {loc }}^{1,1}(\Omega)$ as

$$
\begin{equation*}
\mathcal{F}(w, \Omega):=\int_{\Omega} F(x, w, D w) d x \tag{1.9}
\end{equation*}
$$

where the energy density $F: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a Carathéodory function satisfying the following growth conditions: $\nu H(x, z) \leq F(x, v, z) \leq L H(x, z)$ whenever $x \in \Omega, v \in \mathbb{R}$ and $z \in \mathbb{R}^{n}$, with $0<\nu \leq 1 \leq L$. Indeed, it is proven in [4, Theorem 4.1], that a local minimizer $u \in W_{\mathrm{loc}}^{1, p}(\Omega)$ of the functional $\mathcal{F}$ defined in (1.9) is locally Hölder continuous under the only assumption on the modulus of continuity of $a(\cdot)$ that $l<\infty$, with $l$ being defined in (1.7). In the same theorem also local higher integrability of $H(\cdot, D u(\cdot))$ is proven.

Let us recall that, due to the $(p, q)$-growth conditions satisfied by the integrand $F$, the following more general definition of local minimizer is usually adopted for the functional $\mathcal{F}$ introduced in (1.9).

Definition 1. A function $u \in W_{\mathrm{loc}}^{1,1}(\Omega)$ is a local minimizer of the functional $\mathcal{F}$, introduced in (1.9), if and only if $F(\cdot, u(\cdot), D u(\cdot)) \in L_{\text {loc }}^{1}(\Omega)$ and the minimality condition

$$
\int_{\operatorname{supp} \phi} F(x, u, D u) d x \leq \int_{\operatorname{supp} \phi} F(x, u+\phi, D u+D \phi) d x
$$

is satisfied for any variation $\phi \in W_{\mathrm{loc}}^{1,1}(\Omega)$ such that $\operatorname{supp} \phi \subset \Omega$.

In this paper we shall consider a family of functionals based on the model functional $\mathcal{P}_{\log }$, defined in (1.6), allowing for dependence on the variables $x$ and $w$ via a coefficient $b(x, w)$ which is assumed to be positive and bounded from above and from below (see (1.11)). The space dimension will always be $n \geq 2$. We shall indeed consider the functional defined by

$$
\begin{align*}
\mathcal{P}(w, \Omega) & :=\int_{\Omega} b(x, w)\left[|D w|^{p}+a(x)|D w|^{p} \log (e+|D w|)\right] d x  \tag{1.10}\\
& =\int_{\Omega} b(x, w) H(x, D w) d x
\end{align*}
$$

with the notation introduced in (1.8). In the rest of the paper the coefficients $a(\cdot)$ and $b(\cdot, \cdot)$ satisfy the following assumption:

## Assumption 1

- the function $a: \Omega \rightarrow \mathbb{R}$ is measurable, non-negative and bounded:

$$
0 \leq a(\cdot) \leq\|a\|_{L^{\infty}(\Omega)}<\infty
$$

- the function $b: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a positive Carathéodory function bounded from above and from below:

$$
\begin{equation*}
0<\nu \leq b(\cdot, \cdot) \leq L<\infty \quad \text { with } 0<\nu \leq 1 \leq L \tag{1.11}
\end{equation*}
$$

Notice that, by Definition 1 and the bounds (1.11) on $b(\cdot, \cdot)$, any local minimizer $u$ is in $W_{\mathrm{loc}}^{1, p}(\Omega)$ with $H(\cdot, D u(\cdot)) \in L_{\mathrm{loc}}^{1}(\Omega)$. Since all the forthcoming results are local in nature, the global integrability of local minimizers and of their energy will be assumed with no loss of generality and for this reason we shall several times assume that local minimizers $u$ are directly in $W^{1, p}(\Omega)$ with $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$.

In order to prove any regularity result for local minimizers of $\mathcal{P}$ we need to assume that the function $a(\cdot)$ is uniformly continuous on $\Omega$. Then let $\omega_{a}:[0,+\infty[\rightarrow[0,+\infty[$ be a modulus of continuity of $a(\cdot)$, that is a non-decreasing continuous function such that $\omega_{a}(0)=0$ and

$$
\begin{equation*}
|a(x)-a(y)| \leq \omega_{a}(|x-y|) \quad \text { for every } x, y \in \Omega \tag{1.12}
\end{equation*}
$$

We stress that, in order to prove the first assertion of Theorem 1.2, no assumptions on the function $b(\cdot, \cdot)$ are needed, except for Assumption 1.

Otherwise, to prove higher regularity results we require uniform continuity also of the coefficient $b(\cdot, \cdot)$. Thus, let $\omega_{b}:[0,+\infty[\rightarrow[0,+\infty[$ be a modulus of continuity of $b(\cdot, \cdot)$, that is a non-decreasing continuous function such that $\omega_{b}(0)=0$ and
(1.13) $|b(x, v)-b(y, w)| \leq \omega_{b}(|x-y|+|v-w|)$ for every $x, y \in \Omega$ and $v, w \in \mathbb{R}$.

In both cases, without loss of generality we may assume that $\omega_{a}(\cdot)$ and $\omega_{b}(\cdot)$ are concave.

The main result of the paper is the following
Theorem 1.2. Let $u \in W_{\mathrm{loc}}^{1,1}(\Omega)$ be a local minimizer of the functional $\mathcal{P}$ defined in (1.10); let us assume that the functions a $(\cdot)$ and $b(\cdot, \cdot)$ satisfy Assumption 1, that $\omega_{a}(\cdot)$ is a modulus of continuity of $a(\cdot)$ as defined in (1.12), and denote

$$
\begin{equation*}
l:=\limsup _{r \rightarrow 0} \omega_{a}(r) \log \left(\frac{1}{r}\right) \tag{1.14}
\end{equation*}
$$

Then

- if $l<\infty$, then $u \in C_{\text {loc }}^{0, \alpha}(\Omega)$ for some $\alpha \in(0,1)$.

In addition, if $\omega_{b}(\cdot)$ is a modulus of continuity of $b(\cdot, \cdot)$ as defined in (1.13), we have

- if $l=0$, then $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$;
- if $\omega_{a}(r) \lesssim r^{\sigma_{1}}$ and $\omega_{b}(r) \lesssim r^{\sigma_{2}}$ with $\sigma_{1}, \sigma_{2} \in(0,1)$, then $D u$ is locally Hölder continuous in $\Omega$.

We point out that the continuity of the coefficient $b(\cdot, \cdot)$, together with the condition $l=0$, is needed to prove the second assertion in Theorem 1.2. We also notice that the real new facts in Theorem 1.2 are the second and the third one, the first one being actually a consequence of [4, Theorem 4.1] and we have included it for the sake of completeness. This has been in fact already remarked after Theorem 1.1.

It is worth remarking that a vectorial version of Theorem 1.2 is obtainable. Specifically, the second and the third statements in Theorem 1.2 still hold in the case of vector valued minimizers, provided $b(\cdot)$ only depends on $x$, and it is $w$ independent. The proof of this fact follows along the lines of that given here in the scalar case. The $w$-independence of $b(\cdot)$ is not a technical assumption as, already in the case of quadratic functionals, minimizers might exhibit singularities in the case of explicit $w$-dependence of the integrand. For this, we refer to the classical counterexample in [29]. For more results concerning double phase type functionals in the vectorial case, and estimates involving potentially singular minimizers, we refer to [21].

In Section 3 (Theorem 3.1) Hölder continuity of minima is obtained, for some possibly small exponent, under the assumption $l<\infty$, with $l$ being defined in (1.14), as a particular case of [4, Theorem 4.1]. The remaining higher regularity results, including gradient Hölder continuity, are then proven in Section 4. More precisely, the second assertion in Theorem 1.2 will be proven in Paragraph 4.3 while the last one will be proven in Paragraph 4.4. The proofs of the results are based on a comparison lemma (Paragraph 4.1) and a decay estimate (Paragraph 4.2).

## 2. Preliminaries

2.1. Notation and elementary properties. In what follows we denote by $c$ a general positive constant possibly varying from line to line; special occurrences will be denoted by $c_{0}, c_{1}$ or the like. All such constants will always be larger or equal than one; moreover relevant dependencies on parameters will be emphasised using parentheses, i.e., $c \equiv c(n, p, \delta)$ means that $c$ depends on $n, p, \delta$. We denote by

$$
B_{r}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<r\right\}
$$

the open ball with center $x_{0}$ and radius $r>0$; when not important, or clear from the context, we shall omit denoting the center just denoting as follows: $B_{r} \equiv B_{r}\left(x_{0}\right)$. Unless otherwise stated, different balls in the same context will have the same center. With $\mathcal{B} \subset \mathbb{R}^{n}$ being a measurable set with positive, finite measure $|\mathcal{B}|>0$, and with $g: \mathcal{B} \rightarrow \mathbb{R}^{k}, k \geq 1$, being a locally integrable map, we shall denote by

$$
(g)_{\mathcal{B}} \equiv f_{\mathcal{B}} g(x) d x:=\frac{1}{|\mathcal{B}|} \int_{\mathcal{B}} g(x) d x
$$

its integral average. A well-known property is the following: for any $g \in L^{p}\left(\mathcal{B}, \mathbb{R}^{k}\right)$, $p \geq 1, k \geq 1$, the estimate

$$
\begin{equation*}
f_{\mathcal{B}}\left|g(x)-(g)_{\mathcal{B}}\right|^{p} d x \leq 2^{p} f_{\mathcal{B}}|g(x)-\zeta|^{p} d x \tag{2.1}
\end{equation*}
$$

holds for each $\zeta \in \mathbb{R}^{n}$.
For $g: \mathcal{B} \rightarrow \mathbb{R}$ being a measurable bounded map, we denote its oscillation by

$$
\begin{equation*}
\operatorname{osc}_{\mathcal{B}} g=\sup _{\mathcal{B}} g-\inf _{\mathcal{B}} g . \tag{2.2}
\end{equation*}
$$

Given a bounded open subset $A \subset \mathbb{R}^{n}$ and $\alpha \in(0,1]$, a map $g: A \rightarrow \mathbb{R}^{k}$ is said to be $\alpha$-Hölder continuous if there exists a constant $C_{\alpha}>0$ such that

$$
\begin{equation*}
|g(x)-g(y)| \leq C_{\alpha}|x-y|^{\alpha} \quad \text { for every } x, y \in A \tag{2.3}
\end{equation*}
$$

We denote by $C^{0, \alpha}\left(A, \mathbb{R}^{k}\right)$ the space of $\alpha$-Hölder continuous maps $g: A \rightarrow \mathbb{R}^{k}$; in this space we can consider the Hölder seminorm

$$
\begin{equation*}
[g]_{\mathcal{C}^{0, \alpha}\left(A, \mathbb{R}^{k}\right)}:=\sup _{\substack{x, y \in A \\ x \neq y}} \frac{|g(x)-g(y)|}{|x-y|^{\alpha}} \tag{2.4}
\end{equation*}
$$

and the norm $\|g\|_{\mathcal{C}^{0}, \alpha}=[g]_{\mathcal{C}^{0}, \alpha}+\|g\|_{L^{\infty}}$. In the above definition (2.4) we can fix $d>0$ and consider only points $x, y \in A$ such that $|x-y| \leq d:$ indeed if $|x-y|>d$ every quotient is bounded by $2 d^{-\alpha}\|g\|_{L^{\infty}}$.

The Sobolev exponent $p^{*}$ is $n p /(n-p)$ if $p<n$ or every number larger than $p$, in the case $p \geq n$.

It is well known (see for instance [27, Proposition 3.23]) that if a function $g$ belongs to the Sobolev space $W^{1, p}(A)$, then $g^{+}=\max \{g, 0\} \in W^{1, p}(A)$ with

$$
D g^{+}= \begin{cases}D g & \text { a.e. on }\{g>0\}  \tag{2.5}\\ 0 & \text { a.e. on }\{g \leq 0\}\end{cases}
$$

and $D g=0$ a.e. on $\{g=0\}$. Then it is easy to prove that

$$
\begin{equation*}
\text { if } g_{h} \rightarrow g \text { strongly in } W^{1, p}(A), \text { then } g_{h}^{+} \rightarrow g^{+} \text {strongly in } W^{1, p}(A) \tag{2.6}
\end{equation*}
$$

Indeed, the convergence $g_{h}^{+} \rightarrow g^{+}$in $L^{p}(A)$ follows from $g_{h}^{+}=\frac{1}{2}\left(\left|g_{h}\right|+g_{h}\right)$, while the fact that $D g_{h}^{+} \rightarrow D g^{+}$in $L^{p}(A)$ from $\left|D g_{h}^{+}\right| \leq\left|D g_{h}\right|, D g_{h}^{+} \rightarrow D g^{+}$a.e. on $A$ and a well-known variant of the Lebesgue's dominated convergence theorem.

We denote by $z \otimes z$ the tensor product, i.e., the matrix $z \otimes z=\left(z_{i} z_{j}\right)_{i, j=1, \ldots, n}$, with $z \in \mathbb{R}^{n}$. It is easy to verify that the equality

$$
\begin{equation*}
\langle(z \otimes z) \lambda, \lambda\rangle=(\langle z, \lambda\rangle)^{2} \tag{2.7}
\end{equation*}
$$

holds for every $\lambda \in \mathbb{R}^{n}$, where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $\mathbb{R}^{n}$.
We recall some useful properties of the logarithm function of later frequent use. For every $t \geq 0$ we have

$$
\begin{array}{ll}
\log (e+t) \geq 1, & \\
\log (e+t) \leq 2 \log t & \text { for every } t \geq e \\
\log (e+A t) \leq A \log (e+t) & \text { for every } A \geq 1 \\
\log (e+A t) \geq A \log (e+t) & \text { for every } 0<A \leq 1 \tag{2.11}
\end{array}
$$

In addition

$$
\begin{equation*}
\log (A / R) \leq 2 \log (1 / R) \quad \text { for every } A>0 \text { and every } 0<R \leq 1 / A \tag{2.12}
\end{equation*}
$$

2.2. $N$-functions setting. In the following we are going to introduce a general class of tools, related to the so-called general class of $N$-functions. For the results we mention here see for instance $[23,30]$.

We consider a convex function $\varphi:[0, \infty) \rightarrow[0, \infty)$, such that

$$
\begin{align*}
& \varphi \in C^{1}([0, \infty)) \cap C^{2}((0, \infty)), \quad \varphi(0)=\varphi^{\prime}(0)=0  \tag{2.13}\\
& \varphi^{\prime}(t) \text { is monotone increasing and } \lim _{t \rightarrow \infty} \varphi^{\prime}(t)=\infty
\end{align*}
$$

In addition we assume that there exists a constant $c_{\varphi} \geq 1$ such that

$$
\begin{equation*}
\frac{1}{c_{\varphi}} \leq \frac{\varphi^{\prime \prime}(t) t}{\varphi^{\prime}(t)} \leq c_{\varphi}, \quad \text { for all } t>0 \tag{2.14}
\end{equation*}
$$

If the function $\varphi$ verifies (2.13) and (2.14), then we call $\varphi$ as an $N$-function.
Notice that every non-decreasing function $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfies the following property

$$
\begin{equation*}
\varphi(t+s) \leq \varphi(2 t)+\varphi(2 s) \tag{2.15}
\end{equation*}
$$

We denote by $\varphi^{*}$ the conjugate function of $\varphi$ which is defined, for $s \geq 0$, as

$$
\begin{equation*}
\varphi^{*}(s)=\sup _{t \geq 0}(s t-\varphi(t)) \tag{2.16}
\end{equation*}
$$

By definition, for every $s, t \geq 0$, the conjugate function $\varphi^{*}$ satisfies the Young's inequality

$$
\begin{equation*}
t s \leq \varphi(t)+\varphi^{*}(s) \tag{2.17}
\end{equation*}
$$

and also the property (see for instance [30, proof of Theorem 2.4.10])

$$
\begin{equation*}
\varphi^{*}\left(\frac{\varphi(s)}{s}\right) \leq \varphi(s) \tag{2.18}
\end{equation*}
$$

We define the auxiliary vector field $V_{\varphi}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by

$$
\begin{equation*}
V_{\varphi}(z):=\left(\frac{\varphi^{\prime}(|z|)}{|z|}\right)^{1 / 2} z \tag{2.19}
\end{equation*}
$$

where $V_{\varphi}$ is continuously extended to zero when $z=0 ; V_{\varphi}$ turns out to be a bijection of $\mathbb{R}^{n}$ by (2.13).

Under the assumption (2.14) $V_{\varphi}$ describes the monotonicity properties of the map $\left[\varphi^{\prime}(|z|) /|z|\right] z$ in the sense that for $z_{1}, z_{2} \in \mathbb{R}^{n}, z_{1}, z_{2} \neq 0$ we have
$\frac{1}{c}\left|V_{\varphi}\left(z_{1}\right)-V_{\varphi}\left(z_{2}\right)\right|^{2} \leq\left\langle\frac{\varphi^{\prime}\left(\left|z_{1}\right|\right)}{\left|z_{1}\right|} z_{1}-\frac{\varphi^{\prime}\left(\left|z_{2}\right|\right)}{\left|z_{2}\right|} z_{2}, z_{1}-z_{2}\right\rangle \leq c\left|V_{\varphi}\left(z_{1}\right)-V_{\varphi}\left(z_{2}\right)\right|^{2}$,
for a constant $c \geq 1$ depending on $c_{\varphi}$. For another constant $c \equiv c\left(c_{\varphi}\right)$ the following relations (see [23, Lemma 2.4]) hold for every $z, z_{1}, z_{2} \in \mathbb{R}^{n}$ with $z_{1}$ or $z_{2}$ different from zero (which means $\left|z_{1}\right|+\left|z_{2}\right|>0$ ):

$$
\begin{equation*}
\frac{1}{c} \varphi(|z|) \leq\left|V_{\varphi}(z)\right|^{2} \leq c \varphi(|z|) \tag{2.21}
\end{equation*}
$$

(2.22) $\frac{1}{c} \varphi^{\prime \prime}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)\left|z_{1}-z_{2}\right|^{2} \leq\left|V_{\varphi}\left(z_{1}\right)-V_{\varphi}\left(z_{2}\right)\right|^{2} \leq c \varphi^{\prime \prime}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)\left|z_{1}-z_{2}\right|^{2}$.

We are interested in

$$
\begin{equation*}
\varphi_{p}(t)=t^{p} \quad \text { and } \quad \varphi_{\log }(t)=t^{p} \log (e+t) \tag{2.23}
\end{equation*}
$$

which verify all the assumptions (2.13). In addition

$$
\begin{align*}
& t \varphi_{p}^{\prime \prime}(t)=(p-1) \varphi_{p}^{\prime}(t)  \tag{2.24}\\
& t \varphi_{\log }^{\prime \prime}(t) \leq 2 p \varphi_{\log }^{\prime}(t), \quad t \varphi_{\log }^{\prime \prime}(t) \geq(p-1) \varphi_{\log }^{\prime}(t), \tag{2.25}
\end{align*}
$$

so (2.14) is satisfied with a constant depending only on $p$. We also need the following estimates

$$
\begin{equation*}
p(p-1) t^{p-2} \log (e+t) \leq \varphi_{\log }^{\prime \prime}(t) \leq p(p+1) t^{p-2} \log (e+t) \tag{2.26}
\end{equation*}
$$

which can be easily deduced using also (2.8).

Let us denote by $V_{p}(\cdot)$ the vector field $V_{p}(z):=\sqrt{p}|z|^{(p-2) / 2} z$ generated by $\varphi_{p}$, and by $V_{\log }(\cdot)$ the one generated by $\varphi_{\mathrm{log}}$, that is

$$
V_{\log }(z):=\sqrt{p|z|^{p-2} \log (e+|z|)+\frac{|z|^{p-1}}{(e+|z|)}} z
$$

both continuously extended to zero when $z=0$. It is easy to verify that (2.27)

$$
|z|^{p} \leq\left|V_{p}(z)\right|^{2}=p|z|^{p}, \quad|z|^{p} \log (e+|z|) \leq\left|V_{\log }(z)\right|^{2} \leq(p+1)|z|^{p} \log (e+|z|)
$$

thus in both cases (2.21) holds for a constant $c$ depending only on $p$.
In addition, since $\varphi_{p}^{\prime \prime}(t)=p(p-1) t^{p-2}$ the estimate in (2.22), which holds whenever $z_{1}, z_{2} \in \mathbb{R}^{n},\left|z_{1}\right|+\left|z_{2}\right|>0$, becomes:
(2.28) $\frac{1}{c}\left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \leq\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{2} \leq c\left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2}$
where $c$ depends only on $p$. In particular, when $p \geq 2$,

$$
\begin{equation*}
\left|z_{1}-z_{2}\right|^{p} \leq c\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{2} \tag{2.29}
\end{equation*}
$$

holds, while for $1<p<2$ we will use that

$$
\begin{equation*}
\left|z_{1}-z_{2}\right|^{p} \leq c\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{p}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{(2-p) p / 2} \tag{2.30}
\end{equation*}
$$

both for a suitable constant $c \equiv c(p)$. Instead, using (2.26), from (2.22) we deduce that the vector field $V_{\text {log }}$ satisfies

$$
\begin{equation*}
\left|V_{\log }\left(z_{1}\right)-V_{\log }\left(z_{2}\right)\right|^{2} \leq c\left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right) \tag{2.31}
\end{equation*}
$$

for every $z_{1}, z_{2} \in \mathbb{R}^{n},\left|z_{1}\right|+\left|z_{2}\right|>0$, and a constant $c$ depending on $p$.
Recalling (2.23) we adopt the notation

$$
\begin{equation*}
f(z):=|z|^{p}=\varphi_{p}(|z|), \quad g(z):=|z|^{p} \log (e+|z|)=\varphi_{\log }(|z|), \tag{2.32}
\end{equation*}
$$

from which

$$
\begin{equation*}
H(x, z)=f(z)+a(x) g(z)=\varphi_{p}(|z|)+a(x) \varphi_{\log }(|z|) \tag{2.33}
\end{equation*}
$$

Then the first inequality in (2.20) (see also (2.43) below) can be rewritten for $V_{p}$ and $V_{\log }$ with a constant $c \equiv c(p)$ as

$$
\begin{align*}
& \frac{1}{c}\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{2} \leq\left\langle\partial f\left(z_{1}\right)-\partial f\left(z_{2}\right), z_{1}-z_{2}\right\rangle  \tag{2.34}\\
& \frac{1}{c}\left|V_{\log }\left(z_{1}\right)-V_{\log }\left(z_{2}\right)\right|^{2} \leq\left\langle\partial g\left(z_{1}\right)-\partial g\left(z_{2}\right), z_{1}-z_{2}\right\rangle \tag{2.35}
\end{align*}
$$

2.3. Preliminary results. Recalling (1.8) and (2.32) we adopt the notation

$$
\begin{equation*}
h(x, v, z):=b(x, v) H(x, z)=b(x, v)[f(z)+a(x) g(z)] . \tag{2.36}
\end{equation*}
$$

To prove the comparison estimate in Lemma 4.2 we need the forthcoming Lemmata 2.2 and 2.3 and the maximum principle 4.1. Lemma 2.3 can be deduced by Taylor's formula, using estimates on the matrix of the second derivatives of the functions $f$ and $g$ defined in (2.32). Such estimates are the content of the following Lemma 2.1, together with estimates on the gradient of $f$ and $g$, while Lemma 2.2 contains estimates on the function $H(\cdot, \cdot)$ defined in (1.8), needed to prove the maximum principle and the comparison estimate.

Lemma 2.1. Let $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be the functions defined in (2.32). Then the following relations hold for every $z, \lambda \in \mathbb{R}^{n}$ :

$$
\begin{align*}
& |\partial f(z)|=p|z|^{p-1}  \tag{2.37}\\
& |\partial g(z)| \leq(p+1)|z|^{p-1} \log (e+|z|) \tag{2.38}
\end{align*}
$$

$$
\begin{align*}
\langle\partial f(z), z\rangle & =p|z|^{p}  \tag{2.39}\\
\langle\partial g(z), z\rangle & \geq p|z|^{p} \log (e+|z|)  \tag{2.40}\\
\varphi_{p}^{\prime \prime}(|z|)|\lambda|^{2} & \leq c(p)\left\langle\partial^{2} f(z) \lambda, \lambda\right\rangle  \tag{2.41}\\
\varphi_{\log }^{\prime \prime}(|z|)|\lambda|^{2} & \leq c(p)\left\langle\partial^{2} g(z) \lambda, \lambda\right\rangle \tag{2.42}
\end{align*}
$$

with the condition $z \neq 0$ in (2.41) and (2.42).
Proof. We calculate

$$
\begin{align*}
& \partial f(z)=\varphi_{p}^{\prime}(|z|) \frac{z}{|z|}=p|z|^{p-2} z,  \tag{2.43}\\
& \partial g(z)=\varphi_{\log }^{\prime}(|z|) \frac{z}{|z|}=\left(p|z|^{p-2} \log (e+|z|)+\frac{|z|^{p-1}}{e+|z|}\right) z ;
\end{align*}
$$

identities (2.37) and (2.39) follow immediately from (2.43), while (2.38) and (2.40) from (2.43) and (2.8).

Now, let us prove (2.42) since with exactly the same calculations, using (2.24) instead of the first inequality in (2.25), we can prove (2.41) with the constant $c(p)=\max \{1, p-1\}$. Using (2.7) we calculate

$$
\begin{aligned}
\partial^{2} g(z) & =\left[\varphi_{\log }^{\prime \prime}(|z|)-\frac{\varphi_{\log }^{\prime}(|z|)}{|z|}\right] \frac{z \otimes z}{|z|^{2}}+\frac{\varphi_{\log }^{\prime}(|z|)}{|z|} \mathrm{I}, \\
\left\langle\partial^{2} g(z) \lambda, \lambda\right\rangle & =\left[\varphi_{\log }^{\prime \prime}(|z|)-\frac{\varphi_{\log }^{\prime}(|z|)}{|z|}\right] \frac{(\langle z, \lambda\rangle)^{2}}{|z|^{2}}+\frac{\varphi_{\log }^{\prime}(|z|)}{|z|}|\lambda|^{2},
\end{aligned}
$$

where I denotes the identity matrix in $\mathbb{R}^{n}$.
If $z \in \mathbb{R}^{n} \backslash\{0\}$ is such that $\varphi_{\log }^{\prime \prime}(|z|) \geq \varphi_{\log }^{\prime}(|z|) /|z|$, from the first inequality in (2.25) we get immediately that

$$
\left\langle\partial^{2} g(z) \lambda, \lambda\right\rangle \geq \frac{1}{2 p} \varphi_{\log }^{\prime \prime}(|z|)|\lambda|^{2}
$$

Otherwise, if $z$ is such that $\varphi_{\log }^{\prime \prime}(|z|)<\varphi_{\log }^{\prime}(|z|) /|z|$, using Cauchy-Schwartz inequality we obtain

$$
\left\langle\partial^{2} g(z) \lambda, \lambda\right\rangle \geq\left[\varphi_{\log }^{\prime \prime}(|z|)-\frac{\varphi_{\log }^{\prime}(|z|)}{|z|}\right]|\lambda|^{2}+\frac{\varphi_{\log }^{\prime}(|z|)}{|z|}|\lambda|^{2}=\varphi_{\log }^{\prime \prime}(|z|)|\lambda|^{2}
$$

and we conclude that (2.42) holds with the constant $c(p)=2 p$.
By (2.10) the function $H(x, z)$ defined in (1.8) satisfies the following estimate for every $x \in \Omega$, every $A \geq 1$ and every $z \in \mathbb{R}^{n}$ :

$$
\begin{equation*}
H(x, A z) \leq A^{p+1} H(x, z) \tag{2.44}
\end{equation*}
$$

In addition notice that for every $z_{1}, z_{2} \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
H\left(x, z_{1} \pm z_{2}\right) \leq 2^{p+1}\left(H\left(x, z_{1}\right)+H\left(x, z_{2}\right)\right) \tag{2.45}
\end{equation*}
$$

Indeed, using (2.33), (2.15) and (2.44) we get

$$
\begin{aligned}
H\left(x, z_{1} \pm z_{2}\right) & =\varphi_{p}\left(\left|z_{1} \pm z_{2}\right|\right)+a(x) \varphi_{\log }\left(\left|z_{1} \pm z_{2}\right|\right) \\
& \leq \varphi_{p}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)+a(x) \varphi_{\log }\left(\left|z_{1}\right|+\left|z_{2}\right|\right) \\
& \leq \varphi_{p}\left(2\left|z_{1}\right|\right)+a(x) \varphi_{\log }\left(2\left|z_{1}\right|\right)+\varphi_{p}\left(2\left|z_{2}\right|\right)+a(x) \varphi_{\log }\left(2\left|z_{2}\right|\right) \\
& \leq 2^{p+1}\left(H\left(x, z_{1}\right)+H\left(x, z_{2}\right)\right) .
\end{aligned}
$$

In addition, we get the following estimates on the gradient of the function $H$.

Lemma 2.2. Let $H: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be the function defined in (1.8). Then the following estimates hold for every $x \in \Omega$ and every $z, \lambda \in \mathbb{R}^{n}$ :

$$
\begin{align*}
& \left|\partial_{z} H(x, z)\right| \leq(p+1)\left[|z|^{p-1}+a(x)|z|^{p-1} \log (e+|z|)\right]  \tag{2.46}\\
& \left\langle\partial_{z} H(x, z), z\right\rangle \geq p\left[|z|^{p}+a(x)|z|^{p} \log (e+|z|)\right]  \tag{2.47}\\
& \left|\left\langle\partial_{z} H(x, z), \lambda\right\rangle\right| \leq(p+1)(H(x, z)+H(x, \lambda)) \tag{2.48}
\end{align*}
$$

Proof. Inequality (2.46) follows immediately from (2.37) and (2.38), while (2.47) from (2.39) and (2.40).

In order to prove (2.48), let us assume that $|z| \neq 0$, otherwise the inequality is trivial. Using Cauchy-Schwartz inequality and (2.46) we obtain

$$
\begin{aligned}
\left|\left\langle\partial_{z} H(x, z), \lambda\right\rangle\right| & \leq(p+1)\left[|z|^{p-1}|\lambda|+a(x)|z|^{p-1} \log (e+|z|)|\lambda|\right] \\
& =(p+1)\left[I_{1}+a(x) I_{2}\right]
\end{aligned}
$$

Thanks to Young's inequality with conjugate exponents $(p, p /(p-1))$, we estimate:

$$
\begin{equation*}
I_{1}=|z|^{p-1}|\lambda| \leq \frac{p-1}{p}|z|^{p}+\frac{1}{p}|\lambda|^{p} \leq|z|^{p}+|\lambda|^{p} \tag{2.50}
\end{equation*}
$$

For the second term, we need to consider the conjugate function $\varphi_{\log }^{*}(\cdot)$, as defined in (2.16), of the $N$-function $\varphi_{\mathrm{log}}$ : by properties (2.17), applied with $t=|\lambda|$ and $s=|z|^{p-1} \log (e+|z|)$, and (2.18), we obtain the following chain of inequalities:

$$
\begin{align*}
I_{2} & =|z|^{p-1} \log (e+|z|)|\lambda|  \tag{2.51}\\
& \leq \varphi_{\log }^{*}\left(|z|^{p-1} \log (e+|z|)\right)+\varphi_{\log }(|\lambda|) \\
& =\varphi_{\log }^{*}\left(\frac{|z|^{p} \log (e+|z|)}{|z|}\right)+\varphi_{\log }(|\lambda|) \\
& \leq \varphi_{\log }(|z|)+\varphi_{\log }(|\lambda|) \\
& =|z|^{p} \log (e+|z|)+|\lambda|^{p} \log (e+|\lambda|) .
\end{align*}
$$

Putting together (2.49), (2.50) and (2.51), the proof of (2.48) is complete.
Now we are able to prove the following lemma.
Lemma 2.3. Let $h: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be the function defined in (2.36). Then there exists a positive constant $c=c(p, \nu)$ such that the following inequality holds for every $(x, v) \in \Omega \times \mathbb{R}$ and every $z_{1}, z_{2} \in \mathbb{R}^{n}$

$$
\begin{align*}
& \frac{1}{c}\left[\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{2}+a(x)\left|V_{\log }\left(z_{1}\right)-V_{\log }\left(z_{2}\right)\right|^{2}\right]  \tag{2.52}\\
& \quad \leq h\left(x, v, z_{1}\right)-h\left(x, v, z_{2}\right)-\left\langle\partial_{z} h\left(x, v, z_{2}\right), z_{1}-z_{2}\right\rangle
\end{align*}
$$

Proof. In the case $z_{1}=z_{2}$ inequality (2.52) is trivial, so we can assume that $z_{1} \neq z_{2}$, which in particular means $\left|z_{1}\right|+\left|z_{2}\right|>0$.

The first step is to prove that there exists a constant $c \equiv c(p)$ such that

$$
\begin{align*}
& \left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \leq c(p)\left[f\left(z_{1}\right)-f\left(z_{2}\right)-\left\langle\partial f\left(z_{2}\right), z_{1}-z_{2}\right\rangle\right]  \tag{2.53}\\
& \left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right)  \tag{2.54}\\
& \quad \leq c(p)\left[g\left(z_{1}\right)-g\left(z_{2}\right)-\left\langle\partial g\left(z_{2}\right), z_{1}-z_{2}\right\rangle\right]
\end{align*}
$$

We postpone the proof of (2.53)-(2.54) and show how it implies (2.52). Indeed, using the bounds $(1.11)$ on $b(\cdot, \cdot),(2.53),(2.54)$, the second estimate in $(2.28)$ and (2.31) we obtain

$$
\begin{aligned}
& h\left(x, v, z_{1}\right)-h\left(x, v, z_{2}\right)-\left\langle\partial_{z} h\left(x, v, z_{2}\right), z_{1}-z_{2}\right\rangle \\
& \quad=b(x, v)\left[f\left(z_{1}\right)-f\left(z_{2}\right)-\left\langle\partial f\left(z_{2}\right), z_{1}-z_{2}\right\rangle\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+a(x)\left(g\left(z_{1}\right)-g\left(z_{2}\right)-\left\langle\partial g\left(z_{2}\right), z_{1}-z_{2}\right\rangle\right)\right] \\
\geq & \frac{\nu}{c(p)}\left[\left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2}\right. \\
& \left.+a(x)\left|z_{1}-z_{2}\right|^{2}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right)\right] \\
\geq & \frac{1}{c(p, \nu)}\left[\left|V_{p}\left(z_{1}\right)-V_{p}\left(z_{2}\right)\right|^{2}+a(x)\left|V_{\log }\left(z_{1}\right)-V_{\log }\left(z_{2}\right)\right|^{2}\right]
\end{aligned}
$$

which proves the lemma.
Now, let us prove (2.54), since, with exactly the same arguments and calculations, we can prove (2.53), without the estimates due to the presence of the logarithmic term. Let us assume for a moment that $t z_{1}+(1-t) z_{2} \neq 0$ for every $t \in[0,1]$ and consider the function $G:[0,1] \rightarrow \mathbb{R}$ defined as $G(t):=g\left(t z_{1}+(1-t) z_{2}\right)$ : since $G \in C^{2}([0,1])$ we can use Taylor formula with integral remainder obtaining that

$$
\begin{equation*}
G(1)=G(0)+G^{\prime}(0)+\int_{0}^{1}(1-s) G^{\prime \prime}(s) d s \tag{2.55}
\end{equation*}
$$

As

$$
\begin{aligned}
G^{\prime}(t) & =\left\langle\partial g\left(t z_{1}+(1-t) z_{2}\right), z_{1}-z_{2}\right\rangle \\
G^{\prime \prime}(t) & =\left\langle\partial^{2} g\left(t z_{1}+(1-t) z_{2}\right)\left(z_{1}-z_{2}\right), z_{1}-z_{2}\right\rangle
\end{aligned}
$$

from (2.55) we obtain

$$
\begin{align*}
& g\left(z_{1}\right)-g\left(z_{2}\right)-\left\langle\partial g\left(z_{2}\right), z_{1}-z_{2}\right\rangle=  \tag{2.56}\\
= & \int_{0}^{1}(1-s)\left\langle\partial^{2} g\left(s z_{1}+(1-s) z_{2}\right)\left(z_{1}-z_{2}\right), z_{1}-z_{2}\right\rangle d s=I_{g}
\end{align*}
$$

Using (2.42) with $\lambda=z_{1}-z_{2}, z=s z_{1}+(1-s) z_{2}$ and the first inequality in (2.26) we estimate $I_{g}$ in (2.56) as
(2.57) $c I_{g} \geq\left|z_{1}-z_{2}\right|^{2} \int_{0}^{1}(1-s)\left|s z_{1}+(1-s) z_{2}\right|^{p-2} \log \left(e+\left|s z_{1}+(1-s) z_{2}\right|\right) d s$,
for a constant $c$ depending only on $p$.
Now, if $1<p<2$ we may estimate

$$
\begin{equation*}
\left|s z_{1}+(1-s) z_{2}\right|^{p-2} \geq\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \tag{2.58}
\end{equation*}
$$

instead in the case $p \geq 2$, in order to estimate from below $\left|s z_{1}+(1-s) z_{2}\right|^{p-2}$ we have to distinguish between $\left|z_{2}\right| \leq\left|z_{1}\right|$ and $\left|z_{2}\right|>\left|z_{1}\right|$ on a suitable subinterval of $[0,1]$.

More precisely, if $\left|z_{2}\right| \leq\left|z_{1}\right|$ and $s \in[3 / 4,1]$, then $-1 / 4 \leq s-1 \leq 0$ and

$$
\begin{equation*}
\left|s z_{1}+(1-s) z_{2}\right| \geq s\left|z_{1}\right|+(s-1)\left|z_{2}\right| \geq \frac{3}{4}\left|z_{1}\right|-\frac{1}{4}\left|z_{2}\right| \geq \frac{1}{4}\left(\left|z_{1}\right|+\left|z_{2}\right|\right) \tag{2.59}
\end{equation*}
$$

while, if $\left|z_{2}\right|>\left|z_{1}\right|$ and $s \in[0,1 / 4]$, then $3 / 4 \leq 1-s \leq 1$ and

$$
\left|s z_{1}+(1-s) z_{2}\right| \geq(1-s)\left|z_{2}\right|-s\left|z_{1}\right| \geq \frac{3}{4}\left|z_{2}\right|-\frac{1}{4}\left|z_{1}\right| \geq \frac{1}{4}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)
$$

Therefore

$$
\begin{equation*}
\left|s z_{1}+(1-s) z_{2}\right|^{p-2} \geq 4^{2-p}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \tag{2.60}
\end{equation*}
$$

holds when $p \geq 2$ on a suitable subinterval of $[0,1]$.
For the logarithmic term, by (2.11) we get

$$
\begin{equation*}
\log \left(e+\frac{1}{4}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)\right) \geq \frac{1}{4} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right) . \tag{2.61}
\end{equation*}
$$

Now, if $1<p<2$ and $\left|z_{2}\right| \leq\left|z_{1}\right|$, using (2.58), (2.59) together with the monotonicity of the logarithm function and (2.61) we can estimate from below

$$
\begin{align*}
& \int_{3 / 4}^{1}(1-s)\left|s z_{1}+(1-s) z_{2}\right|^{p-2} \log \left(e+\left|s z_{1}+(1-s) z_{2}\right|\right) d s \\
& \quad \geq\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \int_{3 / 4}^{1}(1-s) \log \left(e+\frac{1}{4}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)\right) d s  \tag{2.62}\\
& \quad \geq \frac{1}{128}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right) .
\end{align*}
$$

From (2.56), (2.57) and (2.62) it follows that there exists a constant $c \equiv c(p)$ such that (2.54) holds. By restricting the interval to $[0,1 / 4]$ instead of $[3 / 4,1]$ we obtain (2.54) also in the case $1<p<2$ and $\left|z_{2}\right|>\left|z_{1}\right|$.

Otherwise, if $p \geq 2$ and $\left|z_{2}\right| \leq\left|z_{1}\right|$, the same arguments with (2.60) instead of (2.58) allow to estimate

$$
\begin{aligned}
& \int_{3 / 4}^{1}(1-s)\left|s z_{1}+(1-s) z_{2}\right|^{p-2} \log \left(e+\left|s z_{1}+(1-s) z_{2}\right|\right) d s \\
& \quad \geq \frac{1}{8 \cdot 4^{p}}\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{p-2} \log \left(e+\left|z_{1}\right|+\left|z_{2}\right|\right),
\end{aligned}
$$

so (2.54) holds also in this case; finally the case $p \geq 2$ and $\left|z_{2}\right|>\left|z_{1}\right|$ is obtained by restricting the interval to $[0,1 / 4]$.

To conclude the proof of (2.54) we need to consider the possibility that there exists $t_{0} \in[0,1]$ such that $t_{0} z_{1}+\left(1-t_{0}\right) z_{2}=0$, where we can assume also that $z_{2} \neq 0$, otherwise inequality (2.54) is trivially satisfied by the definition of the function $g$. In this case the result can be obtained by continuity by applying (2.54) with $z_{2}$ and $z_{1, \varepsilon}:=z_{1}+\varepsilon \mathbf{e}_{j}$ (where $\mathbf{e}_{j}$ is the unit vector of the $j$-axis and $j$ is chosen in such a way that $t z_{1, \varepsilon}+(1-t) z_{2} \neq 0$ for every $\left.t \in[0,1]\right)$ and passing to the limit as $\varepsilon \rightarrow 0$.
2.4. Campanato spaces. We recall the definition and some basic properties about such spaces, referring the reader to $[13,28,27]$ for more details.

Definition 2. Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$ with Lipschitz boundary. Set $\Omega\left(x_{0}, \varrho\right):=\Omega \cap B_{\varrho}\left(x_{0}\right)$ and for every $1 \leq p \leq+\infty, k \geq 1, \lambda \geq 0$ define the Campanato space

$$
\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{k}\right):=\left\{u \in L^{p}\left(\Omega, \mathbb{R}^{k}\right): \sup _{\substack{x_{0} \in \Omega \\ \varrho>0}} \varrho^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x<\infty\right\} .
$$

In the Campanato space we can consider the seminorm

$$
[u]_{\mathcal{L}^{p, \lambda}}:=\left(\sup _{\substack{x_{0} \in \Omega \\ \varrho>0}} \varrho^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x\right)^{1 / p}
$$

and the norm $\|u\|_{\mathcal{L}^{p, \lambda}}=[u]_{\mathcal{L}^{p, \lambda}}+\|u\|_{L^{p}}$.
Remark 2.1. In the above definition only small radii are relevant: we can fix $\varrho_{0}>0$ and consider

$$
\sup _{\substack{x_{0} \in \Omega \\ 0<\varrho \leq \varrho_{0}}} \varrho^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x
$$

indeed by Jensen's inequality we get easily that

$$
\begin{equation*}
\sup _{\substack{x_{0} \in \Omega \\ \varrho>\varrho_{0}}} \varrho^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x \leq\left(\varrho_{0}\right)^{-\lambda} 2^{p}\|u\|_{L^{p}(\Omega)}^{p} . \tag{2.63}
\end{equation*}
$$

For the following result due to Campanato see for instance [28, Theorem 2.9] or [27, Theorem 5.5].

Theorem 2.1. Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$ with Lipschitz boundary. For $n<\lambda \leq n+p$ and $\alpha=(\lambda-n) / p$ we have $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{k}\right) \cong \mathcal{C}^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{k}\right)$. Moreover the Hölder seminorm (2.4) is equivalent to $[u]_{\mathcal{L}^{p, \lambda}}$.

Remark 2.2. More precisely the Hölder and Campanato seminorms are equivalent in the following way:

$$
\begin{equation*}
[u]_{\mathcal{L}^{p, \lambda}} \leq\left(\omega_{n}\right)^{1 / p}[u]_{\mathcal{C}^{0, \alpha}}, \quad[u]_{\mathcal{C}^{0, \alpha}} \leq c(n, p, \lambda, \operatorname{Lip}(\partial \Omega))[u]_{\mathcal{L}^{p, \lambda}}, \tag{2.64}
\end{equation*}
$$

where $\omega_{n}$ is the measure of the unitary ball in $\mathbb{R}^{n}$ and $\operatorname{Lip}(\partial \Omega)$ denotes the Lipschitz constant of $\partial \Omega$.

Thus we obtain the following well-known integral characterization of Hölder continuity.

Lemma 2.4. Let $\Omega$ be a domain of $\mathbb{R}^{n}$, let $\alpha \in(0,1]$ and let $u \in L_{\mathrm{loc}}^{p}\left(\Omega, \mathbb{R}^{k}\right)$ with $p \geq 1, k \geq 1$. If for every $\Omega^{\prime} \Subset \Omega$ there exist positive constants $c_{0}=c_{0}\left(\Omega^{\prime}\right)$ and $\varrho_{0}=\varrho_{0}\left(\Omega^{\prime}\right)<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ such that

$$
\begin{equation*}
\int_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}}\right|^{p} d x \leq c_{0} \varrho^{p \alpha+n} \tag{2.65}
\end{equation*}
$$

for every $x_{0} \in \Omega^{\prime}$ and every $0<\varrho \leq \varrho_{0}$, then $u \in \mathcal{C}_{\text {loc }}^{0, \alpha}\left(\Omega, \mathbb{R}^{k}\right)$.
2.5. An iteration lemma. In order to prove our regularity results we will use the following iteration lemma which can be easily deduced from [28, Lemma 7.3].

Lemma 2.5. Let $\phi:[0, \bar{R}] \rightarrow[0, \infty)$ be a non-decreasing function, such that the following inequality holds for some $\varepsilon \geq 0$ and whenever $0<\varrho \leq R \leq \bar{R}$ :

$$
\phi(\varrho) \leq c_{0}\left[\left(\frac{\varrho}{R}\right)^{n}+\varepsilon\right] \phi(R) .
$$

For every $\delta \in(0, n)$, there exists $\varepsilon_{0} \equiv \varepsilon_{0}\left(n, \delta, c_{0}\right)>0$ such that if $\varepsilon \leq \varepsilon_{0}$, then

$$
\phi(\varrho) \leq c_{1}\left(\frac{\varrho}{R}\right)^{n-\delta} \phi(R)
$$

holds whenever $0<\varrho \leq R \leq \bar{R}$ and for a constant $c_{1} \equiv c_{1}\left(n, \delta, c_{0}\right)$.

## 3. HÖLDER CONTINUITY OF LOCAL MINIMIZERS AND APPROXIMATION BY SMOOTH FUNCTIONS

In this section we discuss the first assertion of Theorem 1.2. Further, we prove an approximation result (see Lemma 3.2 below) that allows us to extend the class of admissible test functions for the Euler-Lagrange equations (see Remark 4.3) we will use in the proof of our comparison lemma.
3.1. Basic regularity. Let us recall that in order to get Hölder continuity of local minimizers we need to assume that $a(\cdot)$ is a uniformly continuous function with a modulus of continuity $\omega_{a}(\cdot)$ as defined in (1.12). As pointed out in the introduction, due to the local nature of our results, we may assume that $\Omega$ is a bounded domain and that local minimizers $u$ are directly in $W^{1, p}(\Omega)$ with in addition $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$. The Hölder continuity of a local minimizer $u$ of the functional $\mathcal{P}$ defined in (1.10) follows immediately from the results in [4] under the only assumption

$$
\limsup _{r \rightarrow 0} \omega_{a}(r) \log \left(\frac{1}{r}\right)<\infty
$$

which can be rewritten for a constant $\tilde{L} \geq 1$ as

$$
\begin{equation*}
\omega_{a}(r) \log \left(\frac{1}{r}\right) \leq \tilde{L} \quad \text { for every } r \leq 1 \tag{3.1}
\end{equation*}
$$

More precisely, thanks to the bounds on $b(\cdot, \cdot)$ in Assumption 1 the following theorem is a particular case of [4, Theorem 4.1].

Theorem 3.1. Let $u \in W^{1, p}(\Omega)$ be a local minimizer of the functional $\mathcal{P}$ defined in (1.10) and let $\omega_{a}(\cdot)$ be the modulus of continuity of the function $a(\cdot)$, under the only assumption (3.1). Then:

- (Gehring's theory) There exists a positive integrability exponent $\delta_{g}>0$, depending only on $n, p, \nu, L, \tilde{L},\|D u\|_{L^{p}(\Omega)}$, such that

$$
H(x, D u) \in L_{\mathrm{loc}}^{1+\delta_{g}}(\Omega)
$$

More precisely, the local reverse Hölder's inequality

$$
\left(f_{B_{R / 2}}[H(x, D u)]^{1+\delta_{g}} d x\right)^{1 /\left(1+\delta_{g}\right)} \leq c f_{B_{R}} H(x, D u) d x
$$

holds true for every ball $B_{R} \subset \Omega$ and for a constant $c$ depending only on $n, p, \nu, L, \tilde{L},\|D u\|_{L^{p}(\Omega)}$. In particular, if $p>n /\left(1+\delta_{g}\right)$, then $u$ is locally Hölder continuous.

- (De Giorgi's theory) $u$ is locally bounded. Moreover, when $p \leq n /\left(1+\delta_{g}\right)$, for every open subset $\Omega^{\prime} \Subset \Omega$ there exists $\alpha \in(0,1)$, depending only on $n, p, \nu, L, \tilde{L}$ and $\|u\|_{L^{\infty}\left(\Omega^{\prime}\right)}$, such that

$$
u \in C_{\mathrm{loc}}^{0, \alpha}\left(\Omega^{\prime}\right)
$$

Remark 3.1. From the proof of [4, Theorem 4.1] we can see that if the minimizer $u$ is assumed a priori to be bounded, i.e. $u \in L^{\infty}(\Omega)$, then there exists an exponent $\alpha \in(0,1)$, depending on $n, p, \nu, L, \tilde{L}$ and $\|u\|_{L^{\infty}(\Omega)}$, such that $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$. In addition, on every $\Omega^{\prime} \Subset \Omega$ the minimizer $u$ satisfies (2.3) with a constant $C_{\alpha}$ which depends not only on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}$ but also on the distance dist $\left(\Omega^{\prime}, \partial \Omega\right)$.

Remark 3.2. Let us remark that all the constants in the above and forthcoming a priori estimates depend on the starting quantities assigned by the problem, that is on $n, p, \nu, L, \tilde{L}$ and, as in all other non-uniformly elliptic problems, also on the specific minimizer in question. In this paper the dependence is via $\|D u\|_{L^{p}(\Omega)}$ or $\|u\|_{L^{\infty}(\Omega)}$ as in Theorem 3.1 and in the comparison estimate (Lemma 4.2), or via $\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}$ as in the decay and Morrey type estimates (Lemmata 4.3 and 4.4) and in the estimate of the excess (Lemma 4.5).

As explained in [4, Remark 4.3] the only dependence of the constant $c$ in (3.3) on $\|D u\|_{L^{p}(\Omega)}$ (and therefore the only dependence of $\delta_{g}$ and $c$ in the statement of Theorem 3.1) comes from the estimate in the last line of [4, proof of Theorem 4.1, (4.13)]. In particular we can see that the dependence of the exponent $\delta_{g}$ on $\|D u\|_{L^{p}(\Omega)}$ is
monotonically decreasing, while that of the constant $c$ is monotonically increasing. In addition also the dependence on $\|D u\|_{L^{p}(\Omega)}$ of the constants appearing in the comparison and decay estimates [4, Lemmata 5.2 and 5.3] and in the estimate of the excess $[4,(5.24)]$ is monotonically increasing, by carefully looking at the proofs.
3.2. An approximation result. In this paragraph we prove that, given a ball $B_{R} \Subset \Omega$, every function $\phi \in W_{0}^{1, p}\left(B_{R}\right)$ with finite energy can be approximated in $W^{1, p}$ by a sequence $\left\{\phi_{k}\right\} \subset C_{0}^{\infty}\left(B_{R}\right)$ with the energy of $\phi_{k}$ converging to the energy of $\phi$. First we need a result on the continuity in $L^{1}$ of the dilatation.

For every $\varepsilon \in(0,1 / 2)$ let us consider the dilatation $\tau_{\varepsilon}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by

$$
\begin{equation*}
\tau_{\varepsilon}(x):=\frac{x}{1-2 \varepsilon} \tag{3.4}
\end{equation*}
$$

Let us prove the following lemma.
Lemma 3.1. For $\varepsilon \in\left(0, \varepsilon_{n}=\frac{\sqrt[n]{2}-1}{2 \sqrt[n]{2}}\right]$ let $\tau_{\varepsilon}$ be the dilatation defined in (3.4).
Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$ be a function such that $\operatorname{supp} f \subset \overline{B_{R}(0)}$ and let us set $f_{\varepsilon}:=f \circ \tau_{\varepsilon}$. Then $f_{\varepsilon} \in L^{1}\left(\mathbb{R}^{n}\right)$ and $f_{\varepsilon} \rightarrow f$ strongly in $L^{1}\left(\mathbb{R}^{n}\right)$ as $\varepsilon \rightarrow 0$.

Remark 3.3. In the proof of Lemma 3.1, given a measurable set $A \subset \mathbb{R}^{n}$ with finite measure, we need to control the measure of $\tau_{\varepsilon}(A)$ in term of the measure of $A$, so we consider the condition $\varepsilon \leq \frac{\sqrt[n]{2}-1}{2 \sqrt[n]{2}}$ which means $\frac{1}{(1-2 \varepsilon)^{n}} \leq 2$ and implies $\left|\tau_{\varepsilon}(A)\right| \leq 2|A|$.

Proof. By changing variables $\int_{\mathbb{R}^{n}} f_{\varepsilon}(x) d x=(1-2 \varepsilon)^{n} \int_{\mathbb{R}^{n}} f(y) d y$, thus $f_{\varepsilon} \in L^{1}\left(\mathbb{R}^{n}\right)$.
By the absolute continuity of the integral of $f \in L^{1}\left(\mathbb{R}^{n}\right)$, for every $\zeta>0$ there exists $\delta>0$ such that $\int_{E}|f(x)| d x<\zeta$ for every measurable set $E \subset \mathbb{R}^{n}$ with $|E|<\delta$. In addition, using Lusin's theorem with $\delta / 4>0$ there exist a function $g \in C_{0}^{0}\left(B_{R}\right)$, extended to zero outside $B_{R}$, and a set $A \subset B_{R}$ with $|A|<\delta / 4$ such that $g=f$ a.e. on $\mathbb{R}^{n} \backslash A$.

We want to show that for every $\zeta>0$ there exists $0<\bar{\varepsilon}<\varepsilon_{n}$ sufficiently small such that for every $\varepsilon \in(0, \bar{\varepsilon})$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left|f_{\varepsilon}(x)-f(x)\right| d x<3 \zeta \tag{3.5}
\end{equation*}
$$

which proves the lemma. Since $f_{\varepsilon}(x)=g\left(\tau_{\varepsilon}(x)\right)$ a.e. on $\mathbb{R}^{n} \backslash \tau_{\varepsilon}^{-1}(A)$, we can write

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left|f_{\varepsilon}(x)-f(x)\right| d x=  \tag{3.6}\\
& \quad=\int_{\mathbb{R}^{n} \backslash\left(A \cup \tau_{\varepsilon}^{-1}(A)\right)}\left|g\left(\tau_{\varepsilon}(x)\right)-g(x)\right| d x+\int_{A \cup \tau_{\varepsilon}^{-1}(A)}\left|f_{\varepsilon}(x)-f(x)\right| d x \\
& \quad \leq \int_{\mathbb{R}^{n}}\left|g\left(\tau_{\varepsilon}(x)\right)-g(x)\right| d x+\int_{A \cup \tau_{\varepsilon}^{-1}(A)}\left|f_{\varepsilon}(x)-f(x)\right| d x=I_{1}+I_{2} .
\end{align*}
$$

By Remark 3.3 we have that $\left|\tau_{\varepsilon}(A)\right|<\delta / 2$, while $\left|\tau_{\varepsilon}^{-1}(A)\right| \leq|A|<\delta / 4$, so that $\left|A \cup \tau_{\varepsilon}^{-1}(A)\right|<\delta / 2$ and $\left|\tau_{\varepsilon}\left(A \cup \tau_{\varepsilon}^{-1}(A)\right)\right|=\left|\tau_{\varepsilon}(A) \cup A\right|<3 \delta / 4$. Therefore, by changing variables

$$
\begin{align*}
I_{2} & \leq \int_{A \cup \tau_{\varepsilon}^{-1}(A)}\left|f_{\varepsilon}(x)\right| d x+\int_{A \cup \tau_{\varepsilon}^{-1}(A)}|f(x)| d x  \tag{3.7}\\
& \leq \int_{\tau_{\varepsilon}\left(A \cup \tau_{\varepsilon}^{-1}(A)\right)}|f(y)| d y+\int_{A \cup \tau_{\varepsilon}^{-1}(A)}|f(x)| d x \leq 2 \zeta .
\end{align*}
$$

In order to estimate $I_{1}$, notice that by continuity $g\left(\tau_{\varepsilon}(x)\right) \rightarrow g(x)$ for every $x \in \mathbb{R}^{n}$, while by changing variables $\int_{\mathbb{R}^{n}}\left|g\left(\tau_{\varepsilon}(x)\right)\right| d x=(1-2 \varepsilon)^{n} \int_{\mathbb{R}^{n}}|g(y)| d y \rightarrow \int_{\mathbb{R}^{n}}|g(x)| d x$.

A well-known result on $L^{1}$-convergence assures that $g\left(\tau_{\varepsilon}(x)\right) \rightarrow g(x)$ strongly in $L^{1}\left(\mathbb{R}^{n}\right)$, then there exists $0<\bar{\varepsilon}<\varepsilon_{n}$ such that $I_{1}<\zeta$ for every $\varepsilon \in(0, \bar{\varepsilon})$ which, together with (3.6) and (3.7), proves (3.5).

To prove the following approximation lemma we adapt the proof of [15, Proposition 3.1] (see also [20] for related results).
Lemma 3.2. Let us consider a ball $B=B_{R}\left(x_{0}\right) \Subset \Omega$ and a function $\phi \in W_{0}^{1, p}\left(B_{R}\right)$ such that $H(x, D \phi) \in L^{1}\left(B_{R}\right)$, with the function $H$ defined in (1.8) and the modulus of continuity $\omega_{a}(\cdot)$ of the function $a(\cdot)$ satisfying assumption (3.1).

Then there exists a sequence $\left\{\phi_{k}\right\} \subset C_{0}^{\infty}\left(B_{R}\right)$ such that $D \phi_{k} \rightarrow D \phi$ a.e. and

$$
\begin{equation*}
H\left(x, D \phi_{k}\right) \rightarrow H(x, D \phi) \quad \text { strongly in } L^{1}\left(B_{R}\right) . \tag{3.8}
\end{equation*}
$$

Remark 3.4. Notice that $\phi_{k} \rightarrow \phi$ strongly in $W^{1, p}\left(B_{R}\right)$ : by (2.45) we estimate

$$
\left|D \phi_{k}-D \phi\right|^{p} \leq H\left(x, D \phi_{k}-D \phi\right) \leq 2^{p+1}\left(H\left(x, D \phi_{k}\right)+H(x, D \phi)\right)
$$

and the conclusion follows from a well-known variant of the Lebesgue's dominated convergence theorem and Poincaré inequality in $W_{0}^{1, p}$.
Proof. By dilatation and translation we reduce to the case $B=B_{1}(0)=B_{1}$. We consider the function $a(x)$ only on $B_{1}$ (the modulus of continuity $\omega_{a}$ results modified by a factor $R$ if $R>1$, otherwise it remains exactly the same): we can extend the function $a(x)$ as a continuous non-negative function on the whole $\mathbb{R}^{n}$, with the same modulus of continuity $\omega_{a}(\cdot)$, by taking $a(x)=\inf _{y \in B_{1}}\left\{a(y)+\omega_{a}(|x-y|)\right\}$.

We first take the null extension of $\phi$ outside $B_{1}$ assuming that $\phi \in W_{0}^{1, p}\left(\mathbb{R}^{n}\right)$ and $H(x, D \phi) \in L^{1}\left(\mathbb{R}^{n}\right)$. We then consider a family $\left\{\eta_{\varepsilon}\right\}$ of standard, radially symmetric mollifiers: $\eta_{\varepsilon} \in C_{0}^{\infty}\left(B_{\varepsilon}\right)$ such that $0 \leq \eta_{\varepsilon} \leq c(n) / \varepsilon^{n}$ and $\int_{B_{\varepsilon}(0)} \eta_{\varepsilon} d x=$ 1. Fixed $\varepsilon_{n}$ as in Lemma 3.1, for every $\varepsilon \in\left(0, \varepsilon_{n}\right)$ with in addition $\varepsilon$ sufficiently small to satisfy (3.14) let $\tau_{\varepsilon}$ be the dilatation as in (3.4); notice that $\varepsilon<1 / 6$ and

$$
\begin{equation*}
(1-2 \varepsilon)^{-1}<3 / 2 \tag{3.9}
\end{equation*}
$$

Let us define $\tilde{\phi}_{\varepsilon}(x)=\phi\left(\tau_{\varepsilon}(x)\right)$ : we have $\tilde{\phi}_{\varepsilon} \in W_{0}^{1, p}\left(B_{1}\right)$, supp $\tilde{\phi}_{\varepsilon} \subset \bar{B}_{1-2 \varepsilon}$ and

$$
\begin{equation*}
\left(\int_{B_{1}}\left|D \tilde{\phi}_{\varepsilon}(x)\right|^{p} d x\right)^{1 / p} \leq \frac{3}{2}\left(\int_{B_{1}}|D \phi(y)|^{p} d y\right)^{1 / p} \tag{3.10}
\end{equation*}
$$

Accordingly for $x \in \mathbb{R}^{n}$ we define $\tilde{a}_{\varepsilon}(x)=a\left(\tau_{\varepsilon}(x)\right)$; by changing variables and (2.10) we obtain that $\tilde{a}_{\varepsilon}(x)\left|D \tilde{\phi}_{\varepsilon}(x)\right|^{p} \log \left(e+\left|\tilde{\phi}_{\varepsilon}(x)\right|\right) \in L^{1}\left(B_{1}\right)$.

Finally we consider the mollification $\phi_{\varepsilon}=\tilde{\phi}_{\varepsilon} * \eta_{\varepsilon} \in C_{0}^{\infty}\left(B_{1-\varepsilon}\right)$ and introduce the auxiliary functions
(3.11) $\quad a_{\varepsilon}(x):=\inf _{y \in B_{\varepsilon}(x)} \tilde{a}_{\varepsilon}(y)$ and $\quad H_{\varepsilon}(x, z):=|z|^{p}+a_{\varepsilon}(x)|z|^{p} \log (e+|z|)$,
for every $x \in B_{1}$ and $z \in \mathbb{R}^{n}$.
In order to prove (3.8) we want to apply the Lebesgue's dominated convergence theorem to a suitable subsequence of $H\left(\cdot, D \phi_{\varepsilon}(\cdot)\right)$. To this aim, for every $x \in B_{1-\epsilon}$, by Jensen inequality, the definition of the function $\tilde{\phi}_{\varepsilon}$, (2.44) for $H_{\varepsilon}$, (3.9), the definition (3.11) of the function $a_{\epsilon}(\cdot)$ and the definition of convolution we estimate

$$
\begin{align*}
H_{\varepsilon}\left(x, D \phi_{\varepsilon}(x)\right) & \leq \int_{B_{\varepsilon}(x)} H_{\varepsilon}\left(x, D \tilde{\phi}_{\varepsilon}(y)\right) \eta_{\varepsilon}(x-y) d y \\
& \leq(1-2 \varepsilon)^{-(p+1)} \int_{B_{\varepsilon}(x)} H_{\varepsilon}\left(x, D \phi\left(\tau_{\varepsilon}(y)\right)\right) \eta_{\varepsilon}(x-y) d y \\
& \leq 2^{p+1} \int_{B_{\varepsilon}(x)} H\left(\tau_{\varepsilon}(y), D \phi\left(\tau_{\varepsilon}(y)\right)\right) \eta_{\varepsilon}(x-y) d y  \tag{3.12}\\
& =2^{p+1}\left[H\left(\tau_{\varepsilon}(\cdot), D \phi\left(\tau_{\varepsilon}(\cdot)\right)\right) * \eta_{\varepsilon}\right](x)
\end{align*}
$$

By Hölder's inequality with conjugate exponents $p$ and $p /(p-1)$ and (3.10) we may control the gradient of $\phi_{\varepsilon}$ :

$$
\begin{align*}
\left|D \phi_{\varepsilon}(x)\right| & \leq \int_{B_{\varepsilon}(x)}\left|D \tilde{\phi}_{\varepsilon}(y)\right| \eta_{\varepsilon}(x-y) d y \\
& \leq\left(\int_{B_{\varepsilon}(x)}\left|D \tilde{\phi}_{\varepsilon}(y)\right|^{p} d y\right)^{1 / p}\left(\int_{B_{\varepsilon}(x)}\left(\eta_{\varepsilon}(x-y)\right)^{p /(p-1)} d y\right)^{1-1 / p} \\
& \leq\left(\int_{B_{1}}\left|D \tilde{\phi}_{\varepsilon}(y)\right|^{p} d y\right)^{1 / p} \frac{c(n)}{\varepsilon^{n}}\left|B_{\varepsilon}\right|^{1-1 / p} \leq \frac{c(n, p)\|D \phi\|_{L^{p}\left(B_{1}\right)}}{\varepsilon^{n / p}} \tag{3.13}
\end{align*}
$$

Thus, if $\varepsilon$ is sufficiently small to verify

$$
\begin{equation*}
\varepsilon^{n / p} \leq \min \left\{\frac{c}{e}, \frac{1}{c}\right\} \tag{3.14}
\end{equation*}
$$

where $c=c(n, p)\|D \phi\|_{L^{p}\left(B_{1}\right)}$ is the constant in (3.13), using (3.13), (2.9) and (2.12), we obtain that

$$
\begin{align*}
\log \left(e+\left|D \phi_{\varepsilon}(x)\right|\right) & \leq \log \left(e+\frac{c(n, p)\|D \phi\|_{L^{p}\left(B_{1}\right)}}{\varepsilon^{n / p}}\right)  \tag{3.15}\\
& \leq 2 \log \left(\frac{c(n, p)\|D \phi\|_{L^{p}\left(B_{1}\right)}}{\varepsilon^{n / p}}\right) \\
& \leq 4 \log \left(\frac{1}{\varepsilon^{n / p}}\right)=4 \frac{n}{p} \log \left(\frac{1}{\varepsilon}\right)
\end{align*}
$$

In addition, by the definition (3.11) of the function $a_{\varepsilon}(\cdot)$, the concavity of $\omega_{a}(\cdot)$ and (3.9), for every $x \in B_{1-\varepsilon}$ we can prove that

$$
\begin{equation*}
\left|a(x)-a_{\varepsilon}(x)\right| \leq 4 \omega_{a}(\varepsilon) \tag{3.16}
\end{equation*}
$$

since the distance between $x$ and $\tau_{\varepsilon}(y)$ is bounded by $4 \varepsilon$ for every $y \in B_{\varepsilon}(x)$. Finally, from (3.16) and (3.15) we estimate

$$
\begin{aligned}
H\left(x, D \phi_{\varepsilon}(x)\right) & \leq\left|a(x)-a_{\varepsilon}(x)\right|\left|D \phi_{\varepsilon}(x)\right|^{p} \log \left(e+\left|D \phi_{\varepsilon}(x)\right|\right)+H_{\varepsilon}\left(x, D \phi_{\varepsilon}(x)\right) \\
& \leq c(n, p) \omega_{a}(\varepsilon) \log \left(\frac{1}{\varepsilon}\right)\left|D \phi_{\varepsilon}(x)\right|^{p}+H_{\varepsilon}\left(x, D \phi_{\varepsilon}(x)\right) \\
& \leq c(n, p) \tilde{L} H_{\varepsilon}\left(x, D \phi_{\varepsilon}(x)\right)
\end{aligned}
$$

recalling assumption (3.1) on $\omega_{a}(\cdot)$. Then (3.12) implies that

$$
\begin{equation*}
H\left(x, D \phi_{\varepsilon}(x)\right) \leq c(n, p, \tilde{L})\left[H\left(\tau_{\varepsilon}(\cdot), D \phi\left(\tau_{\varepsilon}(\cdot)\right)\right) * \eta_{\varepsilon}\right](x) \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
H\left(\tau_{\varepsilon}(\cdot), D \phi\left(\tau_{\varepsilon}(\cdot)\right)\right) * \eta_{\varepsilon} \rightarrow H(\cdot, D \phi(\cdot)) \quad \text { strongly in } L^{1}\left(B_{1}\right) \text { as } \varepsilon \rightarrow 0 \tag{3.18}
\end{equation*}
$$

Indeed Lemma 3.1, applied to $f(\cdot)=H(\cdot, D \phi(\cdot)) \in L^{1}\left(\mathbb{R}^{n}\right)$ with supp $f \subset \overline{B_{1}(0)}$, guarantees that $H\left(\tau_{\varepsilon}(\cdot), D \phi\left(\tau_{\varepsilon}(\cdot)\right)\right) \rightarrow H(\cdot, D \phi(\cdot))$ strongly in $L^{1}\left(B_{1}\right)$ and (3.18) follows by well-known properties of convolution.

It remains to select a suitable subsequence $\left\{\varepsilon_{k}\right\}$ converging to zero such that, setting $\phi_{k}:=\phi_{\varepsilon_{k}}$, it results $D \phi_{k} \rightarrow D \phi$ a.e., so that

$$
\begin{equation*}
H\left(x, D \phi_{k}(x)\right) \rightarrow H(x, D \phi(x)) \text { a.e. } ; \tag{3.19}
\end{equation*}
$$

then $(3.17),(3.18)$ and (3.19) allow to apply a well-known variant of the Lebesgue's dominated convergence theorem to the sequence $H\left(x, D \phi_{k}(x)\right)$ obtaining (3.8) and the proof of the lemma is complete. To obtain (3.19), let us show that

$$
\begin{equation*}
D \phi_{\varepsilon} \rightarrow D \phi \quad \text { strongly in } L^{1}\left(B_{1}\right) \tag{3.20}
\end{equation*}
$$

As $D \phi_{\varepsilon}=D \tilde{\phi}_{\varepsilon} * \eta_{\varepsilon}$ by well-known properties of convolution it is enough to prove that $D \tilde{\phi}_{\varepsilon} \rightarrow D \phi$ strongly in $L^{1}\left(B_{1}\right)$. Since $D \tilde{\phi}_{\varepsilon}(\cdot)=(1-2 \varepsilon)^{-1} D \phi\left(\tau_{\varepsilon}(\cdot)\right)$ and
$D \phi\left(\tau_{\varepsilon}(\cdot)\right) \rightarrow D \phi(\cdot)$ strongly in $L^{1}\left(B_{1}\right)$ by Lemma 3.1 now applied to $f=D \phi \in$ $L^{1}\left(\mathbb{R}^{n}\right)$, by changing variables we estimate

$$
\left.\left\|D \tilde{\phi}_{\varepsilon}-D \phi\right\|_{L^{1}} \leq 2 \varepsilon\|D \phi\|_{L^{1}}+\| D \phi\left(\tau_{\varepsilon}(\cdot)\right)\right)-D \phi(\cdot) \|_{L^{1}}
$$

which proves (3.20).

## 4. Gradient Hölder regularity

In this section we prove the last two assertions of Theorem 1.2.
In order to prove higher regularity results, as pointed out in the introduction, from now on let us assume that also the coefficient $b(\cdot, \cdot)$ is uniformly continuous and let $\omega_{b}(\cdot)$ be a modulus of continuity of $b(\cdot, \cdot)$ as defined in (1.13). First, we prove, in Paragraph 4.3 below, that $u \in C_{\text {loc }}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$ assuming that $l=0$ (with $l$ defined in (1.14)). Then, in Paragraph 4.4, we shall finally prove the Hölder gradient continuity of minimizers assuming that $a(\cdot)$ and $b(\cdot, \cdot)$ are Hölder continuous.
4.1. Comparison lemma. In this paragraph we prove a comparison lemma (see Lemma 4.2 below), where we estimate the distance between a minimizer of $\mathcal{P}$ and a minimizer of a frozen functional obtained by freezing both variables $x$ and $w$.

Before going on, let us premise a few basic facts on minimizers of frozen functionals obtained by $\mathcal{P}$ and let us prove the validity of the weak formulation of the Euler-Lagrange equation of such frozen functionals, specifying the class of admissible test functions.

Let $u \in W^{1, p}(\Omega)$ be a local minimizer of $\mathcal{P}$ and let $B_{R} \equiv B_{R}\left(x_{0}\right) \Subset \Omega$ be a ball with radius $R>0$. By Theorem 3.1 we have that $u \in C^{0}\left(B_{R}\right)$ and we can denote $u_{0}:=u\left(x_{0}\right)$. Finally, let $\bar{v} \in W^{1, p}\left(B_{R / 2}\right)$ and $v \in W^{1, p}\left(B_{R / 4}\right)$ be the solutions of the following Dirichlet problems:

$$
\begin{gather*}
\left\{\begin{array}{c}
\bar{v} \mapsto \min _{w} \int_{B_{R / 2}} b\left(x, u_{0}\right) H(x, D w) d x \\
w \in u+W_{0}^{1, p}\left(B_{R / 2}\right),
\end{array}\right.  \tag{4.1}\\
\left\{\begin{array}{c}
v \mapsto \min _{w} \int_{B_{R / 4}} b\left(x_{0}, u_{0}\right) H(x, D w) d x \\
w \in \bar{v}+W_{0}^{1, p}\left(B_{R / 4}\right) .
\end{array}\right. \tag{4.2}
\end{gather*}
$$

Remark 4.1. Problems (4.1) and (4.2) are well-posed. The existence of a minimizer follows from the Direct Methods of the Calculus of Variations: the functional $\mathcal{F}$ defined in (1.9) is l.s.c. in the weak topology of $W^{1, p}$ and coercive on the Dirichlet classes $u+W_{0}^{1, p}\left(B_{R / 2}\right)$ and $\bar{v}+W_{0}^{1, p}\left(B_{R / 4}\right)$. In addition, thanks to the bounds (1.11) on $b(\cdot, \cdot)$ we get

$$
\int_{B_{R / 2}} b\left(x, u_{0}\right) H(x, D u) d x \leq L \int_{B_{R}} H(x, D u) d x<\infty
$$

and this fact guarantees that problem (4.1) has a minimizer because the function $u$ belongs to the class of competitors with finite energy in the Dirichlet class $u+W_{0}^{1, p}\left(B_{R / 2}\right)$. Further, by the minimality of $\bar{v}$ and again (1.11), we obtain

$$
\begin{gather*}
\int_{B_{R / 4}} H(x, D \bar{v}) d x \leq \int_{B_{R / 2}} H(x, D \bar{v}) d x \leq \frac{1}{\nu} \int_{B_{R / 2}} b\left(x, u_{0}\right) H(x, D \bar{v}) d x  \tag{4.3}\\
\quad \leq \frac{1}{\nu} \int_{B_{R / 2}} b\left(x, u_{0}\right) H(x, D u) d x \leq \frac{L}{\nu} \int_{B_{R}} H(x, D u) d x<\infty
\end{gather*}
$$

thus also problem (4.2) has a minimizer because the function $\bar{v}$ belongs to the class of competitors with finite energy in the Dirichlet class $\bar{v}+W_{0}^{1, p}\left(B_{R / 4}\right)$.

Notice that the minimality of $v$ and (4.3) imply that

$$
\begin{equation*}
\int_{B_{R / 4}} H(x, D v) d x \leq \int_{B_{R / 2}} H(x, D \bar{v}) d x \leq \frac{L}{\nu} \int_{B_{R}} H(x, D u) d x<\infty \tag{4.4}
\end{equation*}
$$

so both energies of $v$ and $\bar{v}$ can be estimated by the energy of the minimizer $u$; in particular $H(\cdot, D v(\cdot)) \in L^{1}\left(B_{R / 4}\right)$ and $H(\cdot, D \bar{v}(\cdot)) \in L^{1}\left(B_{R / 2}\right)$.

Remark 4.2. Let us remark that the minimizers $\bar{v}$ and $v$ of the Dirichlet problems (4.1) and (4.2) are in particular local minimizers of the functional $\mathcal{P}$ defined in (1.10) respectively on $\Omega=B_{R / 2}$ with $b(x, w(x))=b\left(x, u_{0}\right)$ and on $\Omega=B_{R / 4}$ with $b(x, w(x))=b\left(x_{0}, u_{0}\right)$. Thus, by Theorem 3.1 we have that $\bar{v}$ and $v$ are continuous at every point in the interior of $B_{R / 2}$ and $B_{R / 4}$ respectively. In addition, we point out that the function $v$ is also a local minimizer of the functional $\mathcal{P}_{\text {log }}$ defined in (1.6) on $\Omega=B_{R / 4}$ and this fact allows us to apply the results in [4] to the minimizer $v$.

Remark 4.3. We can show that the Euler-Lagrange equations

$$
\begin{gather*}
\int_{B_{R / 4}}\left\langle\partial_{z} H(x, D v), D \phi\right\rangle d x=0  \tag{4.5}\\
\int_{B_{R / 2}} b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D \phi\right\rangle d x=0 \tag{4.6}
\end{gather*}
$$

are valid for every $\phi \in W_{0}^{1, p}\left(B_{R / 4}\right)$ with $H(\cdot, D \phi(\cdot)) \in L^{1}\left(B_{R / 4}\right)$ for (4.5) and for every $\phi \in W_{0}^{1, p}\left(B_{R / 2}\right)$ with $H(\cdot, D \phi(\cdot)) \in L^{1}\left(B_{R / 2}\right)$ for (4.6).

Let us prove (4.6) since with exactly the same arguments we can prove (4.5). We argue by approximation since it is well known that the equation holds for every $\phi \in C_{0}^{\infty}\left(B_{R / 2}\right)$. Let $\phi \in W_{0}^{1, p}\left(B_{R / 2}\right)$ such that $H(\cdot, D \phi(\cdot)) \in L^{1}\left(B_{R / 2}\right)$ : by Lemma 3.2 there exists a sequence $\left\{\phi_{k}\right\} \subset C_{0}^{\infty}\left(B_{R / 2}\right)$ such that $D \phi_{k} \rightarrow D \phi$ a.e. and

$$
H\left(\cdot, D \phi_{k}(\cdot)\right) \rightarrow H(\cdot, D \phi(\cdot)) \quad \text { strongly in } L^{1}\left(B_{R / 2}\right)
$$

Using (1.11) and (2.48), with $z=D \bar{v}$ and $\lambda=D \phi_{k}$, we estimate on $B_{R / 2}$

$$
\left|b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D \phi_{k}\right\rangle\right| \leq L c(p)\left(H(x, D \bar{v})+H\left(x, D \phi_{k}\right)\right)
$$

and we can conclude the strong convergence in $L^{1}\left(B_{R / 2}\right)$ of

$$
b\left(\cdot, u_{0}\right)\left\langle\partial_{z} H(\cdot, D \bar{v}(\cdot)), D \phi_{k}(\cdot)\right\rangle \rightarrow b\left(\cdot, u_{0}\right)\left\langle\partial_{z} H(\cdot, D \bar{v}(\cdot)), D \phi(\cdot)\right\rangle
$$

by a well-known variant of the Lebesgue's dominated convergence theorem. Therefore, since every $\phi_{k}$ satisfies (4.6) also $\phi$ does.

For the solutions $\bar{v}$ and $v$ of the Dirichlet problems (4.1) and (4.2) a maximum principle holds.

Lemma 4.1. Let $u \in W^{1, p}(\Omega)$ be a local minimizer of $\mathcal{P}$ and let $\bar{v} \in W^{1, p}\left(B_{R / 2}\right)$ and $v \in W^{1, p}\left(B_{R / 4}\right)$ be the solutions of the Dirichlet problems (4.1) and (4.2); then

$$
\begin{array}{ll}
\min _{\partial B_{R / 2}} u \leq \bar{v}(x) \leq \max _{\partial B_{R / 2}} u & \text { for every } x \in B_{R / 2} \\
\min _{\partial B_{R / 4}} \bar{v} \leq v(x) \leq \max _{\partial B_{R / 4}} \bar{v} & \text { for every } x \in B_{R / 4} \tag{4.8}
\end{array}
$$

Remark 4.4. Recalling (2.2), from Lemma 4.1 it follows immediately that

$$
\begin{equation*}
\underset{B_{R / 2}}{\operatorname{osc}} \bar{v} \leq \underset{B_{R / 2}}{\operatorname{osc}} u \quad \text { and } \quad|\bar{v}(x)-u(y)| \leq \underset{B_{R / 2}}{\operatorname{osc}} u \tag{4.9}
\end{equation*}
$$

for every $x, y \in B_{R / 2}$. In addition $\bar{v} \in L^{\infty}\left(B_{R / 2}\right), v \in L^{\infty}\left(B_{R / 4}\right)$ and

$$
\|v\|_{L^{\infty}\left(B_{R / 4}\right)} \leq\|\bar{v}\|_{L^{\infty}\left(B_{R / 2}\right)} \leq\|u\|_{L^{\infty}\left(B_{R / 2}\right)} .
$$

Proof. Recalling that $u$ is continuous on $\bar{B}_{R / 2}$, let us set $k=\max _{\partial B_{R / 2}} u$ and define $\phi:=\max \{\bar{v}-k, 0\}$. By (2.5) we have that $\phi \in W^{1, p}\left(B_{R / 2}\right)$ with

$$
D \phi= \begin{cases}D \bar{v} & \text { a.e. on }\{\bar{v}>k\}  \tag{4.10}\\ 0 & \text { a.e. on }\{\bar{v} \leq k\}\end{cases}
$$

Let us prove that $\phi \in W_{0}^{1, p}\left(B_{R / 2}\right)$ by constructing a sequence in $W_{0}^{1, p}\left(B_{R / 2}\right)$ converging to $\phi$ in $W^{1, p}\left(B_{R / 2}\right)$. By assumption $\bar{v}-u \in W_{0}^{1, p}\left(B_{R / 2}\right)$, then there exists a sequence $\left\{u_{h}\right\} \subset C_{0}^{\infty}\left(B_{R / 2}\right)$ such that $u_{h} \rightarrow \bar{v}-u$ strongly in $W^{1, p}\left(B_{R / 2}\right)$, so the sequence $\left\{v_{h}=u_{h}+u\right\} \subset C^{0}\left(\bar{B}_{R / 2}\right) \cap W^{1, p}\left(B_{R / 2}\right)$ is such that $v_{h} \rightarrow \bar{v}$ strongly in $W^{1, p}\left(B_{R / 2}\right)$ and $v_{h}(x) \leq k$ for every $x \in \partial B_{R / 2}$. Therefore (see for instance [9, Theorem 9.17]), we can consider in $W_{0}^{1, p}\left(B_{R / 2}\right)$ the sequence $\phi_{h}=\max \left\{v_{h}-k, 0\right\}:(2.6)$ implies that $\phi_{h} \rightarrow \phi$ strongly in $W^{1, p}\left(B_{R / 2}\right)$ and this proves that $\phi \in W_{0}^{1, p}\left(B_{R / 2}\right)$. In addition, by (4.10) and (4.4) we get immediately that $H(x, D \phi) \in L^{1}\left(B_{R / 2}\right)$. Testing Euler-Lagrange equation (4.6) with the function $\phi$ and using (1.11) and (2.47) we obtain

$$
\begin{aligned}
0 & =\int_{B_{R / 2}} b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D \phi\right\rangle d x \\
& =\int_{B_{R / 2} \cap\{\bar{v}>k\}} b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \phi), D \phi\right\rangle d x \\
& \geq \nu p \int_{B_{R / 2}}|D \phi|^{p}+a(x)|D \phi|^{p} \log (e+|D \phi|) d x \geq \nu p \int_{B_{R / 2}}|D \phi|^{p} d x
\end{aligned}
$$

which means that $D \phi=0$ a.e. on $B_{R / 2} ;$ as $\phi \in W_{0}^{1, p}\left(B_{R / 2}\right)$ we obtain $\phi=0$ a.e. on $B_{R / 2}$. Since $\bar{v}$ is continuous on $B_{R / 2}$ by Remark 4.2, we conclude that $\max \{\bar{v}(x)-k, 0\}=0$ for every $x \in B_{R / 2}$ and the right-hand estimate in (4.7) is proven. Setting $k=\min _{\partial B_{R / 2}} u$ and testing with $\phi:=\min \{\bar{v}-k, 0\}$ analogous calculations conclude the proof of (4.7).

Finally, by Remark 4.2 the function $\bar{v}$ is continuous on $\bar{B}_{R / 4}$ and if we set $k=\max _{\partial B_{R / 4}} \bar{v} \quad\left(k=\min _{\partial B_{R / 4}} \bar{v}\right)$ and define $\phi:=\max \{v-k, 0\} \quad(\phi:=\min \{v-k, 0\})$ with exactly the same arguments we can prove (4.8) and the proof of the lemma is complete.

In the following $\tilde{L}$ denotes a finite constant such that (3.1) holds.
Every local minimizer $u \in W^{1, p}(\Omega)$ of the functional $\mathcal{P}$ is locally bounded by Theorem 3.1. Since all our results are local in nature, without loss of generality we assume for the rest of the paper that $u \in L^{\infty}(\Omega)$. Thus, by Theorem 3.1 and Remark 3.1 we have that

$$
\begin{equation*}
u \in C_{\mathrm{loc}}^{0, \beta}(\Omega) \tag{4.11}
\end{equation*}
$$

for an exponent $\beta \in(0,1)$ depending on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}$.
Now, let us fix $\Omega^{\prime} \Subset \Omega$, let us set d $:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ and consider the open set $\Omega_{\mathrm{d}}^{\prime}:=\left\{x \in \Omega: \operatorname{dist}\left(x, \Omega^{\prime}\right)<\mathrm{d} / 2\right\}$. Then $u \in C^{0, \beta}\left(\Omega_{\mathrm{d}}^{\prime}\right)$ and by Remark 3.1 we may
assume that (2.3) holds with a constant $C_{\beta} \geq 1$ depending on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}$, $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. In particular for every ball $B_{R}\left(x_{0}\right)$ with center $x_{0} \in \Omega^{\prime}$ and radius $R \leq \mathrm{d} / 4$ we have that

$$
\begin{equation*}
|u(x)-u(y)| \leq C_{\beta}|x-y|^{\beta} \tag{4.12}
\end{equation*}
$$

for every $x, y \in B_{R}\left(x_{0}\right)$ and a constant $C_{\beta}$ independent on the ball we consider.
Now we can state and prove our comparison lemma.
Lemma 4.2 (Comparison). Let $u \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ be a local minimizer of $\mathcal{P}$ such that $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$, let $\Omega^{\prime} \Subset \Omega$, let $\mathrm{d}:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ and let $B_{R} \equiv B_{R}\left(x_{0}\right)$ be a ball with center $x_{0} \in \Omega^{\prime}$ and radius $R \leq \min \{1, \mathrm{~d} / 4\}$. Let $\omega_{a}(\cdot)$ and $\omega_{b}(\cdot)$ be the modulus of continuity of $a(\cdot)$ and $b(\cdot, \cdot)$ respectively as defined in (1.12) and (1.13), with the only assumption (3.1), let $\beta \in(0,1)$ be the Hölder exponent of $u$ as in (4.11) and let $v \in W^{1, p}\left(B_{R / 4}\right)$ be the solution of the Dirichlet problem (4.2). Then the inequality

$$
\begin{align*}
& \int_{B_{R / 4}}\left(\left|V_{p}(D u)-V_{p}(D v)\right|^{2}+a(x)\left|V_{\log }(D u)-V_{\log }(D v)\right|^{2}\right) d x \\
& \quad \leq c \omega_{b}\left(R^{\beta}\right) \int_{B_{R}} H(x, D u) d x \tag{4.13}
\end{align*}
$$

holds for a constant $c=c\left(n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$.
Proof. The proof of the comparison lemma consists of two steps, by freezing one variable at time: more precisely we consider the minimizer $\bar{v}$ of the Dirichlet problem (4.1) and we prove two comparison estimates, the first one between $v$ and $\bar{v}$ and the second one between $\bar{v}$ and $u$. We stress that in Step 1 we make use of the Euler-Lagrange equations of $v$ and $\bar{v}$, while in Step 2 we will use Lemma 2.3 since, due to the lack of differentiability of the functional $\mathcal{P}$, the Euler equation of $u$ cannot even be written.

Step 1 Let $\bar{v} \in W^{1, p}\left(B_{R / 2}\right)$ be the minimizer of the Dirichlet problem (4.1): the following comparison estimate between $v$ and $\bar{v}$ holds:

$$
\begin{align*}
\int_{B_{R / 4}} & {\left[\left|V_{p}(D \bar{v})-V_{p}(D v)\right|^{2}+a(x)\left|V_{\log }(D \bar{v})-V_{\log }(D v)\right|^{2}\right] d x } \\
& \leq c(p, \nu, L) \omega_{b}(R) \int_{B_{R}} H(x, D u) d x \tag{4.14}
\end{align*}
$$

Since both $v$ and $\bar{v}$ are minimizers, we can use the corresponding Euler-Lagrange equations (4.5) and (4.6). We can test with $\phi=\bar{v}-v \in W_{0}^{1, p}\left(B_{R / 4}\right)$ (extended to 0 on $\left.B_{R / 2} \backslash B_{R / 4}\right)$ since (2.45) and (4.4) guarantees that $H(x, D \phi) \in L^{1}\left(B_{R / 4}\right)$ :

$$
\begin{align*}
& \int_{B_{R / 4}} b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D \bar{v}-D v\right\rangle d x  \tag{4.15}\\
- & \int_{B_{R / 4}} b\left(x_{0}, u_{0}\right)\left\langle\partial_{z} H(x, D v), D \bar{v}-D v\right\rangle d x=0 .
\end{align*}
$$

Using (2.48) of Lemma 2.2, with $z=D \bar{v}(x)$ and $\lambda=D \bar{v}(x)-D v(x)$, and (2.45) we may estimate

$$
\begin{equation*}
\left|\left\langle\partial_{z} H(x, D \bar{v}), D \bar{v}-D v\right\rangle\right| \leq c(p)(H(x, D \bar{v})+H(x, D v)), \tag{4.16}
\end{equation*}
$$

thus in (4.15) we can add and substract the integral

$$
\int_{B_{R / 4}} b\left(x_{0}, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D \bar{v}-D v\right\rangle d x,
$$

which is finite by (4.16) and (4.4), obtaining

$$
\begin{aligned}
\mathcal{D}_{1} & :=\int_{B_{R / 4}} b\left(x_{0}, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v})-\partial_{z} H(x, D v), D \bar{v}-D v\right\rangle d x \\
& =\int_{B_{R / 4}}\left[b\left(x_{0}, u_{0}\right)-b\left(x, u_{0}\right)\right]\left\langle\partial_{z} H(x, D \bar{v}), D \bar{v}-D v\right\rangle d x:=\mathcal{D}_{2}
\end{aligned}
$$

Since, by (2.33), we can compute

$$
\begin{aligned}
\mathcal{D}_{1}=b\left(x_{0}, u_{0}\right) \int_{B_{R / 4}} & \langle\partial f(D \bar{v})-\partial f(D v), D \bar{v}-D v\rangle \\
& +a(x)\langle\partial g(D \bar{v})-\partial g(D v), D \bar{v}-D v\rangle d x
\end{aligned}
$$

using (2.34) and (2.35), with $z_{1}=D \bar{v}(x)$ and $z_{2}=D v(x)$, and the bounds (1.11) on $b(\cdot, \cdot)$, we can estimate $\mathcal{D}_{1}$ from below obtaining that
(4.17)

$$
\frac{\nu}{c(p)} \int_{B_{R / 4}}\left[\left|V_{p}(D \bar{v})-V_{p}(D v)\right|^{2}+a(x)\left|V_{\log }(D \bar{v})-V_{\log }(D v)\right|^{2}\right] d x \leq \mathcal{D}_{1}=\left|\mathcal{D}_{2}\right|
$$

Recalling the definition (1.13) of $\omega_{b}(\cdot)$, by (4.16) and (4.4) we can estimate $\left|\mathcal{D}_{2}\right|$ as

$$
\begin{align*}
\left|\mathcal{D}_{2}\right| & \leq \int_{B_{R / 4}}\left|b\left(x_{0}, u_{0}\right)-b\left(x, u_{0}\right)\right|\left|\left\langle\partial_{z} H(x, D \bar{v}), D \bar{v}-D v\right\rangle\right| d x  \tag{4.18}\\
& \leq c(p) \omega_{b}\left(\left|x-x_{0}\right|\right) \int_{B_{R / 4}}[H(x, D \bar{v})+H(x, D v)] d x \\
& \leq c(p, L, \nu) \omega_{b}(R) \int_{B_{R}} H(x, D u) d x
\end{align*}
$$

Putting together (4.17) and (4.18) the proof of the comparison estimate (4.14) is complete for a constant $c \equiv c(p, \nu, L)$.

Step 2 The following comparison estimate between $\bar{v}$ and $u$ holds:

$$
\begin{align*}
& \int_{B_{R / 2}}\left[\left|V_{p}(D u)-V_{p}(D \bar{v})\right|^{2}+a(x)\left|V_{\log }(D u)-V_{\log }(D \bar{v})\right|^{2}\right] d x \\
& \quad \leq c \omega_{b}\left(R^{\beta}\right) \int_{B_{R}} H(x, D u) d x \tag{4.19}
\end{align*}
$$

where $\beta$ is the Hölder exponent of $u$ as in (4.11) and the constant $c$ depends on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.

All the integrals we will consider in the following calculations are finite by (4.4). Using Lemma 2.3 with $v=u_{0}, z_{1}=D u(x), z_{2}=D \bar{v}(x)$, and the EulerLagrange equation (4.6) for $\bar{v}$ (tested with $\phi=u-\bar{v} \in W_{0}^{1, p}\left(B_{R / 2}\right)$ such that $H(x, D \phi) \in L^{1}\left(B_{R / 2}\right)$ by (2.45) and (4.4)), we obtain that

$$
\begin{align*}
\frac{1}{c(p, \nu)} & \int_{B_{R / 2}}\left[\left|V_{p}(D u)-V_{p}(D \bar{v})\right|^{2}+a(x)\left|V_{\log }(D u)-V_{\log }(D \bar{v})\right|^{2}\right] d x \\
& \leq \int_{B_{R / 2}}\left[h\left(x, u_{0}, D u\right)-h\left(x, u_{0}, D \bar{v}\right)-\left\langle\partial_{z} h\left(x, u_{0}, D \bar{v}\right), D u-D \bar{v}\right\rangle\right] d x \\
& =\int_{B_{R / 2}}\left[b\left(x, u_{0}\right) H(x, D u)-b\left(x, u_{0}\right) H(x, D \bar{v})\right] d x \\
& -\int_{B_{R / 2}} b\left(x, u_{0}\right)\left\langle\partial_{z} H(x, D \bar{v}), D u-D \bar{v}\right\rangle d x \\
20) & =\int_{B_{R / 2}}\left[b\left(x, u_{0}\right) H(x, D u)-b\left(x, u_{0}\right) H(x, D \bar{v})\right] d x \tag{4.20}
\end{align*}
$$

$$
\begin{aligned}
& =\int_{B_{R / 2}}\left[b\left(x, u_{0}\right)-b(x, u(x))\right] H(x, D u) d x \\
& +\int_{B_{R / 2}}[b(x, u(x)) H(x, D u)-b(x, \bar{v}(x)) H(x, D \bar{v})] d x \\
& +\int_{B_{R / 2}}\left[b(x, \bar{v}(x))-b\left(x, u_{0}\right)\right] H(x, D \bar{v}) d x \\
& =I_{1}+I_{2}+I_{3}
\end{aligned}
$$

Since $u$ is a local minimizer of the functional $\mathcal{P}$ defined in (1.10) we get $I_{2} \leq 0$. Using the definition (1.13) of the modulus of continuity $\omega_{b}(\cdot)$, the maximum principle (4.9) and (4.4) we estimate

$$
\begin{align*}
I_{1}+I_{3} \leq & \int_{B_{R / 2}}\left|b\left(x, u_{0}\right)-b(x, u(x))\right| H(x, D u) d x \\
& +\int_{B_{R / 2}}\left|b(x, \bar{v}(x))-b\left(x, u_{0}\right)\right| H(x, D \bar{v}) d x  \tag{4.21}\\
\leq & \int_{B_{R / 2}} \omega_{b}\left(\left|u_{0}-u(x)\right|\right) H(x, D u) d x+\int_{B_{R / 2}} \omega_{b}\left(\left|\bar{v}(x)-u_{0}\right|\right) H(x, D \bar{v}) d x \\
\leq & \omega_{b}\left(\underset{B_{R / 2}}{\operatorname{osc} u)} \int_{B_{R / 2}} H(x, D u) d x+\omega_{b}\left(\underset{B_{R / 2}}{\operatorname{osc} u)} \int_{B_{R / 2}} H(x, D \bar{v}) d x\right.\right. \\
\leq & \left(1+\frac{L}{\nu}\right) \omega_{b}\left(\underset{B_{R / 2}}{\operatorname{osc} u)} \int_{B_{R}} H(x, D u) d x .\right.
\end{align*}
$$

Recalling that (4.12) means that $\underset{B_{R / 2}}{\operatorname{OSc}} u \leq C_{\beta} R^{\beta}$ for a constant $C_{\beta} \geq 1$ depending on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$, and the concavity of $\omega_{b}(\cdot)$ we obtain

$$
\begin{equation*}
\omega_{b}\left(\underset{B_{R / 2}}{\operatorname{osc}} u\right) \leq \omega_{b}\left(C_{\beta} R^{\beta}\right) \leq C_{\beta} \omega_{b}\left(R^{\beta}\right) \tag{4.22}
\end{equation*}
$$

From (4.20), (4.21) and (4.22) we deduce that the comparison estimate (4.19) holds with a constant $c=c\left(n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$.

From (4.14) and (4.19), since $R \leq R^{\beta}$ and $\omega_{b}(\cdot)$ is increasing, we deduce immediately the comparison estimate (4.13).
4.2. Decay estimate. Thanks to the previous comparison lemma, we deduce a decay lemma for the minimizer of $\mathcal{P}$.
Lemma 4.3 (Decay). Let $u \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ be a local minimizer of $\mathcal{P}$ such that $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$, let $\Omega^{\prime} \Subset \Omega$, let $\mathrm{d}:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ and let $B_{R} \equiv B_{R}\left(x_{0}\right)$ be a ball with center $x_{0} \in \Omega^{\prime}$ and radius $R \leq \min \{1 / 8, \mathrm{~d} / 4\}$. Moreover, let $\omega_{a}(\cdot)$ and $\omega_{b}(\cdot)$ be as in (1.12) and (1.13) with the additional assumption (3.1), and let $\beta \in(0,1)$ be the Hölder exponent of $u$ as in (4.11). Then the inequality
(4.23) $\int_{B_{\varrho}} H(x, D u) d x \leq c_{d}\left[\left(\frac{\varrho}{R}\right)^{n}+\omega_{a}(R) \log \left(\frac{1}{R}\right)+\omega_{b}\left(R^{\beta}\right)\right] \int_{B_{R}} H(x, D u) d x$
holds for a constant $c_{d} \equiv c_{d}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$ for every $B_{\varrho} \equiv B_{\varrho}\left(x_{0}\right)$ with $0<\varrho \leq R$.

Proof. Let us fix a ball $B_{R} \equiv B_{R}\left(x_{0}\right)$ with radius $R \leq \min \{1 / 8, \mathrm{~d} / 4\}$ and center $x_{0} \in \Omega^{\prime}$ and let us denote by $v$ the minimizer of the Dirichlet problem (4.2) on $B_{R / 4}$. It suffices to prove (4.23) for $0<\varrho \leq R / 8$, indeed for $R / 8<\varrho \leq R$ the inequality follows immediately from $8(\varrho / R)>1$. Using estimates (2.27) from below and from
above and the comparison estimate (4.13), for every $0<\varrho \leq R / 8$ we deduce the following chain of inequalities:

$$
\begin{align*}
\int_{B_{\varrho}} H(x, D u) d x= & \int_{B_{\varrho}}|D u|^{p}+a(x)|D u|^{p} \log (e+|D u|) d x \\
\leq & \int_{B_{\varrho}}\left|V_{p}(D u)\right|^{2}+a(x)\left|V_{\log }(D u)\right|^{2} d x \\
\leq & 2 \int_{B_{\varrho}}\left|V_{p}(D u)-V_{p}(D v)\right|^{2}+a(x)\left|V_{\log }(D u)-V_{\log }(D v)\right|^{2} d x \\
& \quad+2 \int_{B_{\varrho}}\left|V_{p}(D v)\right|^{2}+a(x)\left|V_{\log }(D v)\right|^{2} d x \\
\leq & c \omega_{b}\left(R^{\beta}\right) \int_{B_{R}} H(x, D u) d x+c(p) \int_{B_{\varrho}} H(x, D v) d x \tag{4.24}
\end{align*}
$$

for a constant $c$ depending on $n, p, \nu, L, \tilde{L},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. To estimate the last term appearing in (4.24), let us recall (Remark 4.2) that the function $v$ is a local minimizer of the functional $\mathcal{P}_{\text {log }}$ defined in (1.6) on $\Omega=B_{R / 4}$, thus we can apply the decay estimate in [4, Lemma 5.3] to $v$ on $B_{R / 8}$ obtaining that

$$
\int_{B_{\varrho}} H(x, D v) d x \leq c\left[\left(\frac{\varrho}{R / 8}\right)^{n}+\omega_{a}(R / 8) \log \left(\frac{1}{R / 8}\right)\right] \int_{B_{R / 8}} H(x, D v) d x
$$

for every $0<\varrho \leq R / 8$ and for a constant $c \equiv c\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}\right)$, where we have assumed the dependence of the constant $c$ on $\nu, L,\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}$ instead of $\|D v\|_{L^{p}\left(B_{R / 4}\right)}$ thanks to Remark 3.2 and (4.4).

By the monotonicity of $\omega_{a}(\cdot),(2.12)$ with $A=8$, and (4.4) we conclude that

$$
\begin{equation*}
\int_{B_{e}} H(x, D v) d x \leq c\left[\left(\frac{\varrho}{R}\right)^{n}+\omega_{a}(R) \log \left(\frac{1}{R}\right)\right] \frac{L}{\nu} \int_{B_{R}} H(x, D u) d x \tag{4.25}
\end{equation*}
$$

From (4.24) and (4.25) we deduce the decay estimate (4.23) holds with a constant $c_{d} \equiv c_{d}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$.
4.3. Hölder continuity of minima. In this paragraph we prove the second assertion in Theorem 1.2. Therefore we consider local minimizers $u \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ of the functional $\mathcal{P}$ defined in (1.10) with also $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$ and we prove that $u \in C_{\text {loc }}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$. To get this result we need the additional assumption

$$
\begin{equation*}
\limsup _{r \rightarrow 0} \omega_{a}(r) \log \left(\frac{1}{r}\right)=0 \tag{4.26}
\end{equation*}
$$

on the modulus of continuity $\omega_{a}(\cdot)$ of the coefficient $a(\cdot)$ (see (1.12)). Since by the definition (1.13) of the modulus of continuity $\omega_{b}(\cdot)$ of the coefficient $b(\cdot, \cdot)$ we have that $\lim _{r \rightarrow 0} \omega_{b}(r)=0$, it follows that also

$$
\begin{equation*}
\lim _{r \rightarrow 0} \omega_{b}\left(r^{\beta}\right)=0 \tag{4.27}
\end{equation*}
$$

where $\beta$ is the Hölder exponent of the minimizer $u$ which appears in the comparison and decay estimates.

First, we prove the following Morrey type estimate.
Lemma 4.4. Let $u \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ be a local minimizer of $\mathcal{P}$ such that $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$, let the modulus of continuity $\omega_{a}(\cdot)$ of $a(\cdot)$ satisfy assumption (4.26) and let $\omega_{b}(\cdot)$ be the modulus of continuity of $b(\cdot, \cdot)$. Then for every $\Omega^{\prime} \Subset \Omega$ and every $\delta \in(0, n)$, there exist positive constants $c_{\operatorname{dec}} \equiv c_{\operatorname{dec}}(n, p, \nu, L, \tilde{L}$,
$\left.\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$ and $R_{0} \leq \min \left\{1 / 8, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 4\right\}$ with

$$
\begin{equation*}
R_{0} \equiv R_{0}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right), \tag{4.28}
\end{equation*}
$$

such that the decay estimate

$$
\begin{equation*}
\int_{B_{\varrho}} H(x, D u) d x \leq c_{\operatorname{dec}}\left(\frac{\varrho}{R}\right)^{n-\delta} \int_{B_{R}} H(x, D u) d x \tag{4.29}
\end{equation*}
$$

holds whenever $0<\varrho \leq R \leq R_{0}$ and $B_{\varrho} \subset B_{R}$ are concentric balls with center in $x_{0} \in \Omega^{\prime}$.

Proof. Let us fix $\Omega^{\prime} \Subset \Omega$ and $\delta \in(0, n)$; let us set $\bar{R}=\min \left\{1 / 8, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 4\right\}$ and for any $x_{0} \in \Omega^{\prime}$ consider the function $\phi:[0, \bar{R}] \rightarrow[0, \infty)$ defined as

$$
\phi(\varrho) \equiv \int_{B_{\varrho}} H(x, D u) d x .
$$

Thanks to (4.23) we can apply Lemma 2.5 to the function $\phi$ with $c_{0}=c_{d}$, obtaining $\varepsilon_{0}>0$ depending on $\left(n, \delta, c_{d}\right)$ that is $\varepsilon_{0} \equiv \varepsilon_{0}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}\right.$, $\left.\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$. Since the conclusion of Lemma 2.5 holds only if $\varepsilon \leq \varepsilon_{0}$, using (4.26) and (4.27) we have to fix $0<R_{0} \leq \min \left\{1 / 8\right.$, $\left.\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 4\right\}$ such that

$$
\omega_{a}(R) \log (1 / R)+\omega_{b}\left(R^{\beta}\right) \leq \varepsilon_{0} \quad \text { for every } 0<R \leq R_{0}
$$

with $R_{0} \equiv R_{0}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$.
Therefore

$$
\phi(\varrho) \leq c_{d}\left[\left(\frac{\varrho}{R}\right)^{n}+\varepsilon_{0}\right] \phi(R)
$$

for every $0<\varrho \leq R \leq R_{0}$, so Lemma 2.5, together with the generality of $x_{0}$, gives

$$
\begin{equation*}
\phi(\varrho) \leq c_{1}\left(\frac{\varrho}{R}\right)^{n-\delta} \phi(R) \tag{4.30}
\end{equation*}
$$

whenever $0<\varrho \leq R \leq R_{0}$ and $B_{\varrho} \subset B_{R}$ are concentric balls with center in $\Omega^{\prime}$, with a constant $c_{1} \equiv c_{1}\left(n, \delta, c_{d}\right)$. Inequality (4.30) is exactly (4.29) with a constant $c_{\mathrm{dec}} \equiv c_{\mathrm{dec}}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$ and the proof of the lemma is complete.

The Hölder regularity of $u$ follows from the integral characterization of Hölder continuity due to Campanato (see Lemma 2.4). Indeed, fixed $\Omega^{\prime} \Subset \Omega$, by Poincaré inequality and the decay estimate (4.29) we obtain

$$
\begin{align*}
\int_{B_{\varrho}\left(x_{0}\right)} & \left|\frac{u-(u)_{B_{\rho}}}{\rho}\right|^{p} d x \leq c(n) \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{p} d x  \tag{4.31}\\
& \leq c(n) \int_{B_{\varrho}\left(x_{0}\right)} H(x, D u) d x \leq c\left(\frac{\varrho}{R}\right)^{n-\delta} \int_{B_{R}\left(x_{0}\right)} H(x, D u) d x
\end{align*}
$$

for every $\delta \in(0, n)$, every $x_{0} \in \Omega^{\prime}$, for every $0<\varrho \leq R \leq R_{0}$ and for a constant $c \equiv$ $c\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$. Considering $\delta \in(0, p)$ and $\alpha=1-\delta / p$, inequality (4.31) can be rewritten as

$$
\begin{equation*}
\int_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\rho}}\right|^{p} d x \leq c \frac{1}{R^{n-\delta}} \varrho^{p \alpha+n} \int_{B_{R}\left(x_{0}\right)} H(x, D u) d x . \tag{4.32}
\end{equation*}
$$

Thus, there exist positive constants $\varrho_{0}=R_{0}$ and $c_{0}$ such that, using (4.32) with $R=\varrho_{0}$

$$
\begin{equation*}
\int_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\rho}}\right|^{p} d x \leq\left[c \frac{1}{\varrho_{0}{ }^{n-\delta}} \int_{\Omega} H(x, D u) d x\right] \varrho^{p \alpha+n}=c_{0} \varrho^{p \alpha+n} \tag{4.33}
\end{equation*}
$$

for a constant $c_{0} \equiv c_{0}\left(n, p, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \delta\right)$, for every $x_{0} \in \Omega^{\prime}$ and every $0<\varrho \leq \varrho_{0}$. As $\Omega^{\prime} \Subset \Omega$ is arbitrary, Lemma 2.4 implies that $u \in \mathcal{C}_{\text {loc }}^{0, \alpha}(\Omega)$; since $\delta$ can be taken arbitrarily close to zero we can reach any $\alpha \in(0,1)$ and conclude that $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$.

In addition, fixed $\Omega^{\prime} \Subset \Omega$, for every $B_{R}\left(x_{0}\right) \subset \Omega^{\prime}$ with $R \leq R_{0}$ and every $\alpha \in(0,1)$ we may estimate the Hölder seminorm of $u$ (see (2.4)) as

$$
\begin{equation*}
[u]_{\mathcal{C}^{0, \alpha}\left(B_{R / 2}\right)} \leq c\left(R^{p(1-\alpha)} f_{B_{R}} H(x, D u) d x\right)^{1 / p} \tag{4.34}
\end{equation*}
$$

for a constant $c \equiv c\left(n, p, \alpha, \nu, L, \tilde{L},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$. To prove (4.34) we estimate $[u]_{\mathcal{L}^{p, \lambda}\left(B_{R / 2}\right)}$ with $\lambda=p \alpha+n$ and then use (2.64). Indeed, for every $\bar{x} \in B_{R / 2}$ and every $0<\varrho \leq R / 2$, using (2.1), (4.32) in $\bar{x}$ with $R / 2$ instead of $R$ and the fact that $B_{R / 2}(\bar{x}) \subset B_{R}\left(x_{0}\right)$, we may estimate

$$
\begin{aligned}
& \varrho^{-\lambda} \int_{B_{R / 2}\left(x_{0}\right) \cap B_{\varrho}(\bar{x})}\left|u-(u)_{B_{R / 2}\left(x_{0}\right) \cap B_{\varrho}(\bar{x})}\right|^{p} d x \leq \varrho^{-\lambda} 2^{p} \int_{B_{\varrho}(\bar{x})}\left|u-(u)_{B_{\varrho}(\bar{x})}\right|^{p} d x \\
\leq & c R^{p(1-\alpha)-n} \int_{B_{R / 2}(\bar{x})} H(x, D u) d x \leq c R^{p(1-\alpha)} f_{B_{R}\left(x_{0}\right)} H(x, D u) d x
\end{aligned}
$$

Otherwise, if $\varrho>R / 2$, using (2.1) and (4.32) in $x_{0}$ with $\varrho=R / 2$, we obtain

$$
\begin{aligned}
& \varrho^{-\lambda} \int_{B_{R / 2}\left(x_{0}\right) \cap B_{\varrho}(\bar{x})}\left|u-(u)_{B_{R / 2}\left(x_{0}\right) \cap B_{\varrho}(\bar{x})}\right|^{p} d x \\
\leq & 2^{p}(R / 2)^{-\lambda} \int_{B_{R / 2}\left(x_{0}\right)}\left|u-(u)_{B_{R / 2}\left(x_{0}\right)}\right|^{p} d x \leq c R^{p(1-\alpha)} f_{B_{R}\left(x_{0}\right)} H(x, D u) d x .
\end{aligned}
$$

Remark 4.5. The fact that the minimizer $u$ belongs to $\mathcal{C}_{\text {loc }}^{0, \alpha}(\Omega)$ for every $\alpha \in(0,1)$ allows us to rewrite the comparison estimate (4.13) choosing any $\beta \in(0,1)$.
4.4. Hölder continuity of the gradient. Here we complete the proof of Theorem 1.2 demonstrating the validity of the third and last assertion, the one concerning the gradient Hölder continuity of minimizers. Let $u \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ be a local minimizer of the functional $\mathcal{P}$ such that $H(\cdot, D u(\cdot)) \in L^{1}(\Omega)$; we prove that, if

$$
\begin{equation*}
\omega_{a}(R) \leq \tilde{L}_{1} R^{\sigma_{1}}, \quad \omega_{b}(R) \leq \tilde{L}_{2} R^{\sigma_{2}} \quad \text { hold for every } R \leq 1 \tag{4.35}
\end{equation*}
$$

for some $\sigma_{1}, \sigma_{2} \in(0,1)$ and $\tilde{L}_{1}, \tilde{L}_{2} \geq 1$, then there exists $\alpha \in(0,1)$, depending only on $n, p, \sigma_{1}, \sigma_{2}$ such that

$$
\begin{equation*}
D u \in C_{\mathrm{loc}}^{0, \alpha}\left(\Omega, \mathbb{R}^{n}\right) \tag{4.36}
\end{equation*}
$$

We start showing the following estimate of the excess.
Lemma 4.5. Let $\Omega^{\prime} \Subset \Omega$ and let us set $\mathrm{d}:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
For every ball $B_{R} \equiv B_{R}\left(x_{0}\right)$ with center $x_{0} \in \Omega^{\prime}$ the inequality

$$
\begin{equation*}
f_{B_{\varrho}}\left|D u-(D u)_{B_{\varrho}}\right|^{p} d x \leq c_{e}\left[\left(\frac{\varrho}{R}\right)^{\tilde{\alpha} p}+R^{\sigma}\left(\frac{R}{\varrho}\right)^{n}\right] f_{B_{R}} H(x, D u) d x \tag{4.37}
\end{equation*}
$$

holds whenever $0<\varrho \leq R \leq \min \{1, \mathrm{~d} / 4\}$ and $B_{\varrho} \subset B_{R}$ are concentric balls, for an exponent $\tilde{\alpha} \in(0,1)$ depending only on $n$ and $p$, an exponent $\sigma \equiv \sigma\left(p, \sigma_{1}, \sigma_{2}\right)$ and for a constant $c_{e} \equiv c_{e}\left(n, p, \nu, L, \tilde{L}_{1}, \tilde{L}_{2}, \sigma_{1},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$.
Proof. Let us fix $\Omega^{\prime} \Subset \Omega$ and $B_{R} \equiv B_{R}\left(x_{0}\right)$ with center $x_{0} \in \Omega^{\prime}$ and radius $R \leq \min \{1, \mathrm{~d} / 4\}$. Let us prove the validity of (4.37) for radii $0<\varrho \leq R / 4$; in the case $R / 4<\varrho \leq R$ the inequality follows easily and we discuss it at the end.

Let $v$ be the solution of the minimum problem (4.2) on $B_{R / 4}\left(x_{0}\right)$. For every $0<\varrho \leq R / 4$, using (2.1) with $z=(D v)_{B_{\varrho}}$ we obtain

$$
f_{B_{\varrho}}\left|D u-(D u)_{B_{e}}\right|^{p} d x \leq 2^{p} f_{B_{\varrho}}\left|D u-(D v)_{B_{e}}\right|^{p} d x
$$

$$
\begin{equation*}
\leq 4^{p} f_{B_{\varrho}}\left|D v-(D v)_{B_{\varrho}}\right|^{p} d x+4^{p} f_{B_{\varrho}}|D u-D v|^{p} d x \tag{4.38}
\end{equation*}
$$

To estimate the first term in the right-hand side of (4.38), let us recall (Remark 4.2) that the function $v$ is a local minimizer of the functional $\mathcal{P}_{\text {log }}$ defined in (1.6) on $\Omega=B_{R / 4}\left(x_{0}\right)$. Thanks to the Hölder continuity of $a(\cdot)$ as in the assumption (4.35), we can apply the estimate (5.24) in [4] to the function $v$ on $B_{R / 4}\left(x_{0}\right)$ (the assumption $R / 4 \leq 1 / e$ is satisfied) with $\sigma=\sigma_{1}, \tilde{L}=\tilde{L}_{1}$, obtaining that there exist positive constants $\tilde{\alpha} \equiv \tilde{\alpha}(n, p) \in(0,1)$ and $c \equiv c\left(n, p, \nu, L, \tilde{L}_{1}, \sigma_{1},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}\right)$ such that

$$
f_{B_{\varrho}}\left|D v-(D v)_{B_{\varrho}}\right|^{p} d x \leq c\left[\left(\frac{4 \varrho}{R}\right)^{\tilde{\alpha} p}+(R / 4)^{\sigma_{1} / 4}\left(\frac{R}{4 \varrho}\right)^{n}\right] f_{B_{R / 4}} H(x, D v) d x
$$

where we have assumed the dependence of the constant $c$ on $\nu, L,\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}$ instead of $\|D v\|_{L^{p}\left(B_{R / 4}\right)}$ thanks to Remark 3.2 and (4.4). Using again (4.4) we conclude that

$$
\begin{equation*}
f_{B_{\varrho}}\left|D v-(D v)_{B_{\varrho}}\right|^{p} d x \leq c\left[\left(\frac{\varrho}{R}\right)^{\tilde{\alpha} p}+R^{\sigma_{1} / 4}\left(\frac{R}{\varrho}\right)^{n}\right] f_{B_{R}} H(x, D u) d x \tag{4.39}
\end{equation*}
$$

for a constant $c$ depending only on $n, p, \nu, L, \tilde{L}_{1}, \sigma_{1},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)}$. As for the second term in the right-hand side of (4.38), we have two different situations depending on the value of $p$. If $p \geq 2$, by (2.29), the comparison lemma 4.2 with $\tilde{L}=\tilde{L}_{1}$ and $\beta=1 / 2$ (see Remark 4.5), and the Hölder continuity of $b(\cdot, \cdot)$ as in assumption (4.35), we obtain

$$
\begin{align*}
f_{B_{\varrho}}|D u-D v|^{p} d x & \leq 4^{-n}\left(\frac{R}{\varrho}\right)^{n} f_{B_{R / 4}}|D u-D v|^{p} d x \\
& \leq c(n, p)\left(\frac{R}{\varrho}\right)^{n} f_{B_{R / 4}}\left|V_{p}(D u)-V_{p}(D v)\right|^{2} d x \\
& \leq c\left(\frac{R}{\varrho}\right)^{n} \omega_{b}\left(R^{1 / 2}\right) f_{B_{R}} H(x, D u) d x \\
& \leq c R^{\frac{1}{2} \sigma_{2}}\left(\frac{R}{\varrho}\right)^{n} f_{B_{R}} H(x, D u) d x \tag{4.40}
\end{align*}
$$

for some constant $c$ depending on $n, p, \nu, L, \tilde{L}_{1}, \tilde{L}_{2},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
Instead, when $1<p<2$, by (2.30), Hölder's inequality applied with conjugate exponents $2 / p$ and $2 /(2-p)$, the comparison lemma 4.2 with $\beta=1 / 2$, again (4.4) and the Hölder continuity of $b(\cdot, \cdot)$, we estimate

$$
\begin{align*}
& f_{B_{\varrho}}|D u-D v|^{p} d x \leq 4^{-n}\left(\frac{R}{\varrho}\right)^{n} f_{B_{R / 4}}|D u-D v|^{p} d x  \tag{4.41}\\
& \leq c(n, p)\left(\frac{R}{\varrho}\right)^{n} f_{B_{R / 4}}\left|V_{p}(D u)-V_{p}(D v)\right|^{p}(|D u|+|D v|)^{p(2-p) / 2} d x \\
& \leq c\left(\frac{R}{\varrho}\right)^{n}\left(f_{B_{R / 4}}\left|V_{p}(D u)-V_{p}(D v)\right|^{2} d x\right)^{p / 2}\left(f_{B_{R / 4}}(|D u|+|D v|)^{p} d x\right)^{(2-p) / 2}
\end{align*}
$$

$$
\begin{aligned}
& \leq c\left(\frac{R}{\varrho}\right)^{n}\left(\omega_{b}\left(R^{1 / 2}\right)\right)^{p / 2}\left(f_{B_{R}} H(x, D u) d x\right)^{p / 2}\left(f_{B_{R}} H(x, D u) d x\right)^{(2-p) / 2} \\
& \leq c\left(\frac{R}{\varrho}\right)^{n}\left(\tilde{L}_{2} R^{\frac{1}{2} \sigma_{2}}\right)^{p / 2} f_{B_{R}} H(x, D u) d x \\
& =c R^{\frac{1}{4} p \sigma_{2}}\left(\frac{R}{\varrho}\right)^{n} f_{B_{R}} H(x, D u) d x
\end{aligned}
$$

The above inequality again holds for some constant $c$ depending on $n, p, \nu, L, \tilde{L}_{1} \tilde{L}_{2}$, $\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. Defining $\sigma:=\min \left\{\frac{1}{4} \sigma_{1}, \frac{1}{2} \sigma_{2}, \frac{1}{4} \sigma_{2} p\right\}$, from (4.38), (4.39), (4.40) and (4.41), we deduce that (4.37) holds in the case $0<\varrho \leq R / 4$.

Since for $R / 4<\varrho \leq R$, using Jensen's inequality and $4 \varrho / R>1$ we easily obtain

$$
\begin{aligned}
& f_{B_{\varrho}}\left|D u-(D u)_{B_{\varrho}}\right|^{p} d x \leq 2^{p} f_{B_{\varrho}}|D u|^{p} d x \leq 2^{p} f_{B_{\varrho}} H(x, D u) d x \\
& \quad \leq 2^{p} 4^{n} f_{B_{R}} H(x, D u) d x \leq c(n, p)\left(\frac{\varrho}{R}\right)^{\tilde{\alpha} p} f_{B_{R}} H(x, D u) d x
\end{aligned}
$$

the proof of (4.37) is complete.

Finally let us prove (4.36), that is $D u \in C_{\text {loc }}^{0, \alpha}\left(\Omega, \mathbb{R}^{n}\right)$ for some exponent $\alpha \in(0,1)$ depending only on $n, p, \sigma_{1}, \sigma_{2}$. We choose

$$
\begin{equation*}
\varepsilon=\frac{\sigma}{\tilde{\alpha} p+\sigma+n} \in(0,1) \quad \text { and } \quad \alpha=\frac{\varepsilon \tilde{\alpha}}{2}=\frac{\tilde{\alpha} \sigma}{2(\tilde{\alpha} p+\sigma+n)} \in(0,1) \tag{4.42}
\end{equation*}
$$

where $\sigma$ is defined in Lemma 4.5 and depends on $p$ and on the Hölder exponents $\sigma_{1}, \sigma_{2}$ in (4.35). Notice that $\varepsilon$ is chosen in such a way that in (4.44) the exponents $[(1-\varepsilon) \sigma-\varepsilon n]$ and $(\varepsilon \tilde{\alpha} p)$ coincide.

For every $\Omega^{\prime} \Subset \Omega$ we set d $:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$, we choose $\delta=\varepsilon \tilde{\alpha} p /[2(1-\varepsilon)] \in(0, n)$ and we determine $R_{0} \leq \min \{1 / 8, \mathrm{~d} / 4\}$ such that the decay estimate (4.29) holds for every ball $B_{R}\left(x_{0}\right)$ with center $x_{0} \in \Omega^{\prime}$ and $0<\varrho \leq R \leq R_{0}$. The value of $\delta$ is chosen to get $(1-\varepsilon) \delta=\varepsilon \tilde{\alpha} p / 2$ in (4.45).

In order to apply Lemma 2.4 to the gradient $D u$ we show that there exist positive constants $\varrho_{0}=R_{0}^{1 /(1-\varepsilon)} \leq R_{0}$ and $c_{0}$ such that

$$
\begin{equation*}
\int_{B_{\varrho}\left(x_{0}\right)}\left|D u-(D u)_{B_{\varrho}}\right|^{p} d x \leq c_{0} \varrho^{p \alpha+n} \tag{4.43}
\end{equation*}
$$

holds for every $x_{0} \in \Omega^{\prime}$ and every $0<\varrho \leq \varrho_{0}$.
First, notice that $\varrho \in(0,1)$ thus $0<\varrho \leq \varrho^{1-\varepsilon} \leq R_{0}$, so we can apply (4.37) between the radii $\varrho$ and $R=\varrho^{1-\varepsilon}$ to estimate

$$
\begin{align*}
f_{B_{\varrho}}\left|D u-(D u)_{B_{\varrho}}\right|^{p} d x & \leq c_{e}\left[\varrho^{\varepsilon \tilde{\alpha} p}+\varrho^{(1-\varepsilon) \sigma-\varepsilon n}\right] f_{B_{e^{1-\varepsilon}}} H(x, D u) d x  \tag{4.44}\\
& =2 c_{e} \varrho^{\varepsilon \tilde{\alpha} p} f_{B_{e^{1-\varepsilon}}} H(x, D u) d x
\end{align*}
$$

with the constant $c=2 c_{e} \equiv c\left(n, p, \nu, L, \tilde{L}_{1}, \tilde{L}_{2}, \sigma_{1},\|H(\cdot, D u(\cdot))\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}\right.$, $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ ). Then, by applying (4.29) between the radii $\varrho^{1-\varepsilon}$ and $R_{0}$ we deduce that

$$
\begin{aligned}
\int_{B_{\varrho}}\left|D u-(D u)_{B_{e}}\right|^{p} d x & \leq 2 c_{e} \varrho^{\varepsilon \tilde{\alpha} p+n} \varrho^{-(1-\varepsilon) n} \int_{B_{e^{1-\varepsilon}}} H(x, D u) d x \\
& \leq 2 c_{e} \varrho^{\varepsilon \tilde{\alpha} p+n} \varrho^{-(1-\varepsilon) n} c_{\operatorname{dec}}\left(\frac{\varrho^{1-\varepsilon}}{R_{0}}\right)^{n-\delta} \int_{B_{R_{0}}} H(x, D u) d x
\end{aligned}
$$

$$
\begin{align*}
& =2 c_{e} c_{\operatorname{dec}} \frac{1}{R_{0}^{n-\delta}} \varrho^{\varepsilon \tilde{\alpha} p-(1-\varepsilon) \delta+n} \int_{B_{R_{0}}} H(x, D u) d x  \tag{4.45}\\
& \leq\left[2 c_{e} c_{\operatorname{dec}} \frac{1}{R_{0}^{n-\delta}} \int_{\Omega} H(x, D u) d x\right] \varrho^{\varepsilon \tilde{\alpha} p / 2+n}=c_{0} \varrho^{p \alpha+n}
\end{align*}
$$

with $c_{0} \equiv c_{0}\left(n, p, \nu, L, \tilde{L}_{1}, \tilde{L}_{2}, \sigma_{1}, \sigma_{2},\|H(x, D u)\|_{L^{1}(\Omega)},\|u\|_{L^{\infty}(\Omega)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\right)$ and the exponent $\alpha$ defined in (4.42). As $\Omega^{\prime} \Subset \Omega$ is arbitrary, by Lemma 2.4 we conclude that $D u \in C_{\operatorname{loc}}^{0, \alpha}\left(\Omega, \mathbb{R}^{n}\right)$. This completes the proof of (4.36) and the whole proof of Theorem 1.2 is complete.
4.5. A result in a Sobolev-Orlicz space. About Orlicz spaces, Sobolev-Orlicz spaces and $L^{p} \log L$ spaces we refer to [43, 30]. Given an open bounded set $\Omega \subset \mathbb{R}^{n}$ and a Young function $\varphi:[0, \infty[\rightarrow[0, \infty[$ ( $\varphi$ is convex, strictly monotone increasing, $\lim _{t \rightarrow 0} \frac{\varphi(t)}{t}=0$ and $\left.\lim _{t \rightarrow \infty} \frac{\varphi(t)}{t}=\infty\right)$ the Orlicz space $L^{\varphi}\left(\Omega ; \mathbb{R}^{k}\right)$ is the set of measurable maps $f: \Omega \rightarrow \mathbb{R}^{k}$ such that $\int_{\Omega} \varphi(\lambda|f(x)|) d x<\infty$ for some $\lambda>0$. The natural Luxemburg type norm is then defined by

$$
\begin{equation*}
\|f\|_{L^{\varphi(\cdot)}(\Omega)}:=\inf \left\{\lambda>0: f_{\Omega} \varphi\left(\frac{|f|}{\lambda}\right) d x \leq 1\right\} \tag{4.46}
\end{equation*}
$$

In particular if $\varphi(t)=t^{p} \log (e+t), p>1$, the associated Orlicz space is denoted by $L^{p} \log L(\Omega)$ and it consists of the measurable functions such that

$$
\int_{\Omega}|f(x)|^{p} \log (e+|f(x)|) d x<\infty .
$$

It is known that

$$
\begin{align*}
f \in L^{q}\left(B_{R}\right), q>p & \Rightarrow f \in L^{p} \log L\left(B_{R}\right),  \tag{4.47}\\
f_{h} \rightarrow f \text { in } L^{q}\left(B_{R}\right), q>p & \Rightarrow \quad f_{h} \rightarrow f \text { in } L^{p} \log L\left(B_{R}\right) . \tag{4.48}
\end{align*}
$$

If the Young function $\varphi$ is allowed to depend also on the space variable $x$ we obtain a generalized Orlicz space, which is also called Musielak-Orlicz space. Thus, let us consider $\varphi_{H}: \Omega \times\left[0, \infty\left[\rightarrow\left[0, \infty\left[\right.\right.\right.\right.$ defined as $\varphi_{H}(x, t)=t^{p}+a(x) t^{p} \log (e+t)$, with $a(x)$ satisfying assumption (3.1) on its modulus of continuity, and consider the Musielak-Orlicz space $L^{\varphi_{H}(\cdot)}\left(\Omega ; \mathbb{R}^{k}\right)$ which is defined as the set of measurable maps $f: \Omega \rightarrow \mathbb{R}^{k}$ such that

$$
\int_{\Omega} \varphi_{H}(x,|f(x)|) d x=\int_{\Omega} H(x, f(x)) d x<\infty
$$

It results (see [30, Lemma 3.3.3]) that

$$
\begin{equation*}
f_{h} \rightarrow f \text { in } L^{\varphi_{H}(\cdot)}\left(\Omega ; \mathbb{R}^{k}\right) \quad \Longleftrightarrow \quad \int_{\Omega} H\left(x, f_{h}(x)-f(x)\right) d x \rightarrow 0 \tag{4.49}
\end{equation*}
$$

The Sobolev-Orlicz space $W^{1, \varphi_{H}(\cdot)}(\Omega)$ can be defined by prescribing that a function $f \in L^{\varphi_{H}(\cdot)}(\Omega)$ has its weak gradient $D f \in L^{\varphi_{H}(\cdot)}\left(\Omega ; \mathbb{R}^{n}\right)$. Thanks to (3.1) smooth functions are dense in $W^{1, \varphi_{H}(\cdot)}(\Omega)$ (see [30, Lemma 6.4.7]), so we denote by $W_{0}^{1, \varphi_{H}(\cdot)}(\Omega)$ the closure in $W^{1, \varphi_{H}(\cdot)}(\Omega)$ of $C_{0}^{\infty}(\Omega)$; it results (see [32, Lemma 6.9] or [30, Lemma 6.1.6]) that

$$
\begin{equation*}
W_{0}^{1, \varphi_{H}(\cdot)}(\Omega) \subset W_{0}^{1, p}(\Omega) \tag{4.50}
\end{equation*}
$$

since $W^{1, \varphi_{H}(\cdot)}(\Omega)$ convergence implies $W^{1, p}(\Omega)$ convergence.
Remark 4.6. By Sobolev inequalities every function $f \in W^{1, p}\left(B_{R}\right)$ belongs to $L^{p^{*}}\left(B_{R}\right)$, thus (4.47) implies that $W^{1, p}\left(B_{R}\right) \subset L^{\varphi_{H}(\cdot)}\left(B_{R}\right)$ and (4.48)-(4.49) that convergence in $W^{1, p}\left(B_{R}\right)$ implies convergence in $L^{\varphi_{H}(\cdot)}\left(B_{R}\right)$. We want to stress here that a local minimizer $u$ of the functional $\mathcal{P}$ defined in (1.10) belongs to
$W^{1, \varphi_{H}(\cdot)}\left(B_{R}\right)$ for every $B_{R} \Subset \Omega$ since $H(\cdot, D u(\cdot)) \in L^{1}\left(B_{R}\right)$ means that $D u \in$ $L^{\varphi_{H}(\cdot)}\left(B_{R} ; \mathbb{R}^{n}\right)$; the Sobolev-Orlicz space $W_{\text {loc }}^{1, \varphi_{H}(\cdot)}(\Omega)$ shall be the natural space for the functional $\mathcal{P}$.

In this paragraph we want to point out that Lemma 3.2 allows to prove that

$$
\begin{equation*}
W_{0}^{1, \varphi_{H}(\cdot)}\left(B_{R}\right)=W_{0}^{1, p}\left(B_{R}\right) \cap W^{1, \varphi_{H}(\cdot)}\left(B_{R}\right) \tag{4.51}
\end{equation*}
$$

under assumption (3.1) on the modulus of continuity $\omega_{a}(\cdot)$ of the function $a(\cdot)$. This property does not hold for general domains $\Omega$ also in the case of standard Sobolev spaces: it is proven in [34] that for $1<p<q$ the relation $W_{0}^{1, q}(\Omega)=$ $W_{0}^{1, p}(\Omega) \cap W^{1, q}(\Omega)$ holds only for sufficiently smooth domains $\Omega$ satisfying a $q$ density condition; in particular the relation holds for Lipschitz domains. The result of [34] has not been generalized for variable exponent or generalized Orlicz spaces, but (4.51) shows that the result holds for $W^{1, \varphi_{H}(\cdot)}$ when $\Omega$ is a ball.

The inclusion $\subset$ in (4.51) holds on every bounded open set $\Omega$ from (4.50); to get the opposite inclusion let us consider $\phi \in W_{0}^{1, p}\left(B_{R}\right) \cap W^{1, \varphi_{H}(\cdot)}\left(B_{R}\right)$ and let us prove that $\phi \in W_{0}^{1, \varphi_{H}(\cdot)}\left(B_{R}\right)$. As $H(\cdot, D \phi(\cdot)) \in L^{1}\left(B_{R}\right)$, by Lemma 3.2 we obtain a sequence $\left\{\phi_{k}\right\} \subset C_{0}^{\infty}\left(B_{R}\right)$ such that $D \phi_{k} \rightarrow D \phi$ a.e., $\phi_{k} \rightarrow \phi$ in $W^{1, p}\left(B_{R}\right)$ (see Remark 3.4), and $H\left(\cdot, D \phi_{k}(\cdot)\right) \rightarrow H(\cdot, D \phi(\cdot))$ strongly in $L^{1}\left(B_{R}\right)$.

From Remark 4.6 we have that $\phi_{k} \rightarrow \phi$ in $L^{\varphi_{H}(\cdot)}\left(B_{R}\right)$, while to get $D \phi_{k} \rightarrow D \phi$ in $L^{\varphi_{H}(\cdot)}\left(B_{R} ; \mathbb{R}^{n}\right)$ by (4.49) it is enough to prove that

$$
\int_{B_{R}} H\left(x, D \phi_{k}(x)-D \phi(x)\right) d x \rightarrow 0 .
$$

Since $H\left(x, D \phi_{k}(x)-D \phi(x)\right) \leq 2^{p+1}\left(H\left(x, D \phi_{k}(x)\right)+H(x, D \phi(x))\right)$ with $H\left(x, D \phi_{k}(x)-\right.$ $D \phi(x)) \rightarrow 0$ a.e., the conclusion follows by a well-known variant of Lebesgue dominated convergence theorem and (4.51) is proven.

Acknowledgments. We thank Paolo Baroni for some stimulating discussions.

## References

[1] E. Acerbi and N. Fusco, Partial regularity under anisotropic ( $p, q$ ) growth conditions, J. Differential Equations 107 (1994), no. 1, 46-67.
[2] E. Acerbi and G. Mingione, Regularity results for a class of functionals with non-standard growth, Arch. Rat. Mech. Anal. 156 (2001), no. 2, 121-140.
[3] E. Acerbi and G. Mingione: Regularity results for electrorheological fluids: the stationary case, C. R. Math. Acad. Sci. Paris 334 (2002), no.9, 817-822.
[4] P. Baroni, M. Colombo and G. Mingione: Non-autonomous functionals, borderline cases and related function classes, St. Petersburg Math. J. 27 (2016), no. 3, 347-379.
[5] P. Baroni, M. Colombo and G. Mingione: Regularity for general functionals with double phase, Calc. Var. Partial Differential Equations 57:62 (2018), no. 2.
[6] L. Beck and G. Mingione: Lipschitz bounds and nonuniform ellipticity, Comm. Pure. Appl. Math., 73 (2020), 944-1034.
[7] P. Bella and M. Schäffner: On the regularity of minimizers for scalar integral functionals with $(p, q)$-growth, Analysis \& PDE, to appear.
[8] M. Bildhauer and M. Fuchs: $C^{1, \alpha}$-solutions to non-autonomous anisotropic variational problems, Calc. Var. Partial Differential Equ. 24 (2005), no.3, 309-340.
[9] H. Brezis: Functional analysis, Sobolev spaces and partial differential equations, Universitext, Springer, 2011.
[10] S. Byun and J. Oh: Global gradient estimates for non-uniformly elliptic equations, Calc. Var. \& PDE 56:46.
[11] S. Byun and J. Oh: Global gradient estimates for the borderline case of double phase problems with BMO coefficients in nonsmooth domains, J. Differential Equations 263, (2017), 16431693.
[12] S. Byun and Y. Youn: Riesz potential estimates for a class of double phase problems, J. Differential Equations. 264 (2018), no.2, 1263-1316.
[13] S. Campanato: Sistemi ellittici in forma di divergenza. Regolarità all'interno, Quaderni SNS di Pisa, Pisa, 1980.
[14] V. Chiadó Piat and A. Coscia: Hölder continuity of minimizers of functionals with variable growth exponent, Manuscripta Math. 93 (1997), no. 3, 283-299.
[15] M. Colombo and G. Mingione: Calderón-Zygmund estimates and non-uniformly elliptic operators, J. Funct. Anal. 270 (2016), 1416-1478.
[16] A. Coscia and G. Mingione: Hölder continuity of the gradient of $p(x)$-harmonic mappings, C. R. Acad. Sci. Paris Sér. I Math. 328 (1999), no.4, 363-368.
[17] M. Cencelj, V. Rdulescu and D.D. Repov: Double phase problems with variable growth, Nonlinear Anal. 177 (2018), 270-287.
[18] G. Cupini, P. Marcellini and G. Mascolo: Regularity of minimizers under limit growth conditions, Nonlinear Anal. 153 (2017), 294-310.
[19] DiBenedetto E.: Degenerate parabolic equations. Universitext. Springer-Verlag, New York, 1993.
[20] C. De Filippis \& G. Mingione: A borderline case of Calderón-Zygmund estimates for nonuniformly elliptic problems, St. Petersburg Math. J. 31 (2020), 455-477.
[21] C. De Filippis \& G. Mingione: Manifold Constrained Non-uniformly Elliptic Problems, J. Geom. Anal. 30 (2020), 1661-1723
[22] C. De Filippis \& G. Mingione: On the regularity of minima of non-autonomous functionals, J. Geom. Anal. 30 (2020) 1584-1626
[23] L. Diening, B. Stroffolini and A. Verde: Everywhere regularity of functionals with $\varphi$-growth, Manuscripta Math. 129 (2009), no.4, 449-481.
[24] X. Fan and D. Zhao: A class of De Giorgi type and Hölder continuity, Nonlinear Anal. 36 (1999), no.3, 295-318.
[25] I. Fonseca, J. Malý and G. Mingione: Scalar minimisers with fractal singular sets, Arch. Ration. Mech. Anal. 172 (2004), no.2, 295-307.
[26] M. Giaquinta: Growth conditions and regularity, a counterexample, Manuscripta Math. 59 (1987), no. 2, 245-248.
[27] M. Giaquinta and L. Martinazzi: An introduction to the regularity theory for elliptic systems, harmonic maps and minimal graphs, Edizioni della Normale, Volume N. 11, 2012.
[28] E. Giusti: Direct methods in the calculus of variations, World Sci. Publ. Co., Inc., River Edge, NJ, 2003.
[29] E. Giusti and M. Miranda: Un esempio di soluzioni discontinue per un problema di minimo relativo ad un integrale regolare del calcolo delle variazioni, Boll. Unione Mat. Ital. 2 (1968), 219-226.
[30] P. Harjuletho and P. Hästö: Orlicz Spaces and Generalized Orlicz Spaces, Springer-Verlag, 2019.
[31] P. Harjuletho and P. Hästö: Double phase image restoration, J. Math. Anal. Appl., to appear.
[32] P. Harjuletho, P. Hästö and R. Klén: Generalized Orlicz spaces and related PDE, Z. Anal. Anwendungen 22 (2003), 911-923.
[33] P. Harjuletho, P. Hästö and M. Koskenoja: The Dirichlet energy integral on intervals in variable exponent Sobolev spaces, Z. Anal. Anwendungen 22 (2003), 911-923.
[34] L. I. Hedberg and T. Kilpeläinen: On the stability of Sobolev spaces with zero boundary values, Math. Scand. 85 (1999), no. 2, 245-258.
[35] J. Hirsch, M. Schäffner: Growth conditions and regularity, an optimal local boundedness result, Comm. Cont. Math., to appear.
[36] Kuusi T. \& Mingione G.: The Wolff gradient bound for degenerate parabolic equations. J. Europ. Math. Soc. 16 (2014), 835-892.
[37] Kuusi T. \& Mingione G.: Guide to nonlinear potential estimates, Bull. Math. Sci. 4 (2014), 1-82.
[38] O.A. Ladyzhenskaya and N.N. Ural'tseva: Linear and quasilinear equations of elliptic type, Nauka, Moscow, 1964; English transl., Acad. Press, New York, 1968.
[39] J.J. Manfredi: Regularity of the gradient for a class of nonlinear possibly degenerate elliptic equations, PhD.-Thesis, Univ. Washington, St. Louis, 1986.
[40] P. Marcellini: On the definition and the lower semicontinuity of certain quasiconvex integrals, Ann. Inst. H. Poincaré Anal. Non Linéaire 3 (1986), no.5, 391-409.
[41] P. Marcellini: Regularity of minimisers of integrals of the calculus of variations with nonstandard growth conditions, Arch. Ration. Mech. Anal. 105 (1989), no.3, 267-284.
[42] P. Marcellini: Regularity and existence of solutions of elliptic equations with $p, q$-growth conditions, J. Differential Equations 90 (1991), no.1, 1-30.
[43] J. Musielak: Orlicz spaces and Modular spaces, Lecture Notes in Math., vol. 1034, SpringerVerlag, Berlin, 1983.
[44] J. Ok: Regularity of $\omega$-minimizers for a class of functionals with non-standard growth, Calc. var. \& PDE 56:48.
[45] N. Papageorgiou, V. Rdulescu and D. Repov, Double-phase problems and a discontinuity property of the spectrum, Proc. Amer. Math. Soc. 147 (2019), no. 7, 2899-2910.
[46] V. Rdulescu and D. Repov: Partial Differential Equations with Variable Exponents: Variational Methods and Qualitative Analysis. Chapman \& Hall/CRC Monographs and Research Notes in Mathematics. 2015.
[47] M.P. Tran and T.N. Nguyen: Global Lorentz estimates for nonuniformly nonlinear elliptic equations via fractional maximal operators, J. Math. Anal. Appl,, to appear.
[48] K. Uhlenbeck: Regularity for a class of non-linear elliptic systems, Acta Math. 138 (1977), no. 3-4, 219-240.
[49] N.N. Ural'tseva: Degenerate quasilinear elliptic systems, Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 7 (1968), 184-222. (Russian)
[50] N.N. Ural'tseva and A.B. Urdaletova: Boundedness of gradients of generalized solutions of degenerate non-uniformly elliptic quasilinear equations, Vestnik Leningrad Univ. Mat. Mekh. Astronom. 19 (1983), vyp. 4, 50-56. (Russian).
[51] V.V. Zhikov: On some variational problems, Russian J. Math. Phys. 5 (1997), no.1, 105-116.
[52] V.V. Zhikov, S. M. Kozlov and O. A. Oleinik: Homogenization of differential operators, Nauka, Moscow, 1993; English transl., Springer-Verlag, Berlin, 1994.

Alessandra Coscia, Dipartimento di Scienze Matematiche, Fisiche e Informatiche, Università di Parma, Parco Area delle Scienze 53/a, Campus, 43100 Parma, Italy E-mail address: alessandra.coscia@unipr.it.

