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Abstract

We provide a general approach to Lipschitz regularity of solutions for a large

class of vector-valued, nonautonomous variational problems exhibiting nonuni-
form ellipticity. The functionals considered here range from those with unbalanced
polynomial growth conditions to those with fast, exponential type growth. The re-
sults obtained are sharp with respect to all the data considered and also yield new,
optimal regularity criteria in the classical uniformly elliptic case. We give a classifi-
cation of different types of nonuniform ellipticity, accordingly identifying suitable
conditions to get regularity theorems.
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1. Introduction

The aim of this paper is to provide a comprehensive treatment of Lipschitz regu-
larity of solutions for a very large class of vector-valued nonautonomous variational
problems, involving integral functionals of the type

Wie (2: RY) 3 w > F (w; 2) :=f [F(x, Dw) — f-wldx. (L1)
2

Here 2 C R" is an open subset with n = 2 and N = 1. In what follows we shall
assume the structure condition F(x, Dw) = F (x, |Dw|), which is natural in the
vectorial case, where F:2x [0, 0c0) — [0, 00) is a suitably regular function (see
Section 4.1 below for the precise assumptions). The vector field f: 2 +— RV will
be at least L"-integrable

feL"(2:RY). (1.2)

The notion of a local minimizer used in this paper is quite standard in the literature.

Definition 1. A map u € W]L’c] (£2; RM) is a local minimizer of the functional F

in(1.1) with /e L™ ($2; R]Y) if, for every open subset 2 @ .Q,wehave?(y; Q) <
oo and F (u; 2) £ F(w; £2) holds for every competitor w € u + W(}’l(.Q; RM).

Throughout the rest of the paper we shall abbreviate local minimizer simply by
minimizer. We just remark that, thanks to (1.2) and Sobolev embedding, requiring
F(u; 2) < oo for every £2 in Definition 1 is the same to requiring F(-, Du) €
Llloc(.Q). In this paper we deal with the following classical problem:
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Problem. Find minimal regularity assumptions on f and x +— F(x,-), guar-
anteeing local Lipschitz continuity of minima of the functional & in (1.1), pro-
vided this type of regularity holds when f = 0 and no x-dependence occurs, i.e.,
F(x,z2) = F(2).

Eventually, Lipschitz continuity opens the way to higher order regularity. In
the problem above, a situation where no dependence on x typically occurs when
considering frozen integrands of the type z — F(xo, z), for some xo € 2. We
recall that, under suitable growth conditions, the analysis of (1.1) usually involves
the related Euler-Lagrange system

- _ F'(x,|Dul)
— div(a(x, |Dul)Du) = f, a(x,|Du|) = ——. (1.3)
| Du|
Here F’ denotes the partial derivative of F with respect to the second variable.
Recently, Cianchi & Maz’ya [19-23] (global estimates) and Kuusi and the

second author [50-52] (local estimates), investigated the above problem in the
uniformly elliptic, autonomous case, i.e. a(x, |Du|) = a(|Dul) and

-1<i, £

sy <00 foreveryt >0

at) (1.4)

a: (0,00) — [0, 00) is of class CIIOC(O, 00) .

A special, yet important model, is given by the p-Laplacean system with coeffi-
cients

— dive)|Dul’2Du) = f, p>1, 0<v=<c¢c()<L. (15

For this, we have the
Nonlinear Stein Theorem [51]. Let u Wli)’cp (2; RN) be a weak solution to (1.5).
If f € L(n,1)($2; RN, and c(-) is Dini continuous, then Du is continuous.

In particular, Du is locally bounded. We recall that f € L(n, 1)(£2; RY) means
that

o0
Hﬂmmm:A {x € 2:1f0)] > 1""dr < o0, (1.6)

and also that LY C L(n, 1) C L" for every g > n. Moreover, denoting by w(-) the
modulus of continuity of ¢(-), the Dini continuity of ¢(-) amounts to require that

do
/a)(Q)— < 0. 1.7
0 Q
The above theorem extends to general equations [50] and to systems depending on
forms [69]; it also extends classical results of Uhlenbeck [74] and Uraltseva [75]; we
again refer to Cianchi & Maz’ya [19,20,22] for global statements. The terminology
is motivated by the fact that, for ¢(-) = 1 and p = 2, this is another classical result
of Stein [71]. It is optimal both with respect to condition (1.6), as shown by Cianchi
[18], and with respect to (1.7), as shown by Jin, Maz’ya and Van Schaftingen [56].
The relevant fact here is that the conditions on f and ¢(-) implying local Lipschitz
continuity are independent of p. In fact, when considering more general equations,
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they are independent of the vector field the divergence operator is applied to; for
this, see [50], and [1] for conditions (1.3)—(1.4).

In the case of nonuniformly elliptic operators, the problem of deriving sharp con-
ditions with respect to data for Lipschitz regularity is considerably more difficult.
This has been attacked only recently by Beck and the second author [4], but only
for the case of autonomous functionals in the principal part, i.e., F(x, z) = F(z)
(with some abuse of terminology, in this paper we shall refer to F'(x, z) = F(z) as
to the autonomous case, no matter f(-) can still be present in (1.1), to emphasize
that coefficients x do not appear in the part of the integrand containing gradient
terms). The outcome of [4] is that, when n > 2, condition (1.6) is still sufficient to
guarantee the local Lipschitz regularity of minima, thereby revealing itself as a sort
of universal property. In the case n = 2, the alternative, slightly stonger borderline
condition L?(log L)®(§2; RY) with a > 2 implies Lipschitz continuity:

feL?(logL)*(2;RY) < fg |f1?log® (e + | f) dx <oo.  (1.8)

Therefore, in the nonuniformly, autonomous case, the condition on f can be sum-
marized as

L(n, 1)(£2) ifn>2

Ifl € X(s2) = {Lz(logL)a(.Q), a>2ifn=2. (1.9)

In this paper we deal with the general, fully nonautonomous case (1.1). This is
by no means a technical extension as, in fact, when passing to the nonuniformly
elliptic case, the role of coefficients drastically changes and they can no longer be
treated via perturbation as in [51]. To give a glimpse of the situation, let us consider
the so called double phase functional

w»—>/ [H(x, Dw) — f - w] dx
Q ~
H(x,z) = H(x,|z]) :== [z’ /p + a(x)|z]?/q,

(1.10)

with 1 < p < q,0 < a(-) € L°(£2). This functional has been originally intro-
duced by Zhikov [77,78] in the setting of Homogeneization of strongly anisotropic
materials, and the corresponding regularity theory has been studied at length start-
ing by [2,24,25]. The functional in (1.10) changes its rate of ellipticity/coercivity
- from p to ¢ - around the zero set {a(x) = 0}. As shown in [38,41], already when
f = 0, local minima fail to be continuous if the ratio g/p is too far from 1, in
dependence on the rate of Holder continuity «. Specifically, the condition

%§1+%, a() e CO%(Q),  ae(0,1] (1.11)
is necessary [38,41] and sufficient [2] to get gradient local continuity, thereby
linking growth conditions of the integrand with respect to the gradient variable, to
the smoothness of coefficients. In particular, classical Schauder’s theory generally
fails. This is the main theme of this paper. Condition in (1.11) reveals a typical
phenomenon occurring when nonuniform ellipticity is directly generated by the
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presence of the x-variable as in (1.10). In this case, it is indeed the very presence of
x making functionals as in (1.10) fail to meet the standard, two-sided polynomial
conditions with the same exponent, i.e., H(x, z) % |z|”. We shall also deal with
more drastic examples of such an interplay, as for instance

w > f [c1(x) exp(c2(x)|Dw|?) — f - w] dx, p>1, (1.12)
Q

where 0 < v < ¢;(+), ¢2(-) £ L. Here the dependence on x becomes even more
delicate as it makes the ellipticity rate vary more drastically. Such integrands fail to
satisfy the so-called Aj-condition, i.e., F(x, 2t) £ l~7(x, t). This reflects in a loss
of related integrability conditions on minimizers as one tries to use perturbation
methods, that is, considering a specific point xo € £2 and making small variations
of x around xg. In other words, exp(ca2(-)| Dw|?) € L' does not necessarily imply
exp(ca(xg)|Dw|?P) € L', and vice versa, and plain perturbation methods are again
banned. Exponential type functionals are classical in the Calculus of Variations
starting by the work of Duc and Eells [36] and Marcellini [61]. In the nonau-
tonomous version, they are treated for instance in the setting of weak KAM-theory
by Evans [39], but under special assumptions and boundary conditions. More recent
progress is in [32], for f = 0.

Nonuniform ellipticity is a very classical topic in partial differential equations,
and it is often motivated by geometric and physical problems. Seminal papers on
this subject are for instance [36,57,70,77,78]; a classical monograph is Ivanov’s
[44]. In the setting of the Calculus of Variations there is a wide literature available,
starting from the basic papers of Uraltseva and Urdaletova [76] and Marcellini
[60—63]. More recently, the study of the nonautonomous case has intensified; many
papers have been devoted to study specific structures as well as genereal non-
uniformly elliptic problems [4-7,9-12,14,30-32,54,55]. Connections to related
function spaces have been studied too [34,53,67].

The results obtained in this paper are very general and cover large classes of
different models cases simultaneously. For this, a number of technical assumptions
are necessary; see Section 4.5 below. In any case, when applied to single models,
such assumptions reveal to be minimal and produce sharp results. In the autonomous
case F(x,z) = F(z), they coincide with the sharp ones introduced in [4]. For
this reason, and also to ease the reading of the paper, in this introductory part
we shall present a few main corollaries of the general theorems, in connection to
some relevant instances of nonuniformly elliptic functionals often considered in the
literature. These models fall in three different general classes, detailed in Sects. 1.1—
1.3 below. We refer the reader to Section 2 for a full account of the notation used in
this paper, while more remarks on nonuniform ellipticity are in Section 4.6 below.

1.1. Nonuniform Ellipticity at Polynomial Rates

We start considering functionals with unbalanced polynomial growth condi-
tions, of so-called (p, ¢g)-type after Marcellini [60,61]. The idea is to provide gen-
eral conditions on the partial map x +— F(x, -) implying regularity of minima and
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matching those suggested by counterexamples [38,41]. In this respect, we consider,
for exponents 1 < p < g, the conditions

F(x,z) = F(x,|z|) forall (x,z) € 2 x RN*"
v(lz]2 4+ u?)P? < F(x,2) < A(lz> + uH?? + A(z* + p?)P/?
(z1? + )0, F (x, )| < A(|z]> + u>) 1% + A(|z)* + u?)P/?
v(|z> + ) PDR21E?2 < 8, F(x, 2)& - £,

for every choice of z,& € R” such that |z| # 0. Here 0 < v = 1 = A and
w € [0, 1] are fixed constants. F satisfies (4.1)2 3 below. We moreover assume that

(1.13)

F'(x,1)

m is non-decreasing (1.14)

for every x € £2; as in the rest of the paper, we denote F’ = 9, F. As for the crucial
dependence on x, we assume that

05 F/(x, )] £ h(x) [(12 4 ) 422 + (17 4 pn?) =D/ %] 115
h(-)e L4R2), d > n (1.15)
holds for a.e.x € £2 and every r > 0. Of course, F, F’, are also assumed to
be continuous on §2 x (0, 00), while F” and 9, F are Carathéodory regular. Using
Sobolev regularity on coefficients, is a natural approach, also considered elsewhere.
See for instance the paper [48] in the case of uniformly elliptic integrals. As for
the nonuniformly elliptic setting, this approach has been used in [37]; see also
Marcellini’s survey [63] for a general overview. We also mention that, over the
last several years, Sobolev coefficients have been systematically considered as a
replacement of usual Lipschitz ones to find optimal conditions in several other fields
of analysis and PDE; see for instance [8,26,40].

Theorem 1.1. Let u € Wli;cl (2; RN) be a minimizer of F in (1.1), under assump-
tions (1.13)-(1.15). Assume that (1.9) holds and

4p-1)

1 1 ifn>3
2<1—|—min ———,m,¢ with m, = ’7((":12))_]( - (1.16)
p n d g—pzfn=2,

where 0 = 1if p > 2 and ¥ = 2 otherwise. Then Du € Lf’ooc(.Q; RN*™) When
either p 2 2 or f =0, (1.16) can be replaced by

q 1 1

Theorem 1.1 actually follows from Theorem 4.1 in Section 4.5 below and, as all
the other results presented in this Introduction, comes along with explicit local a
priori estimates. In particular, for splitting structures as

wr—)/ [cx)F(Dw) — f -w] dx, 0O<vsc¢)SL, (1.18)
2

Theorem 1.1 becomes
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Theorem 1.2. Let u € Wlé’cl (£2; RY) be a minimizer of the functional in (1.18),
under assumptions (1.13)-(1.14) with F(-) = F(z) = F(|z]), and f as in (1.9).
Assume that ¢(-) € WY4(2) with d > n and that (1.16) is satisfied. Then Du €
Ly (£2; RN*"Y When either p > 2 or f = 0, (1.16) can be replaced by (1.17).

For double phase functionals in (1.10), condition (1.15) again amounts to as-
sume that a(-) € W14 (£2), and indeed we have

Theorem 1.3. Let u € W;li)’cl (2; RN be a minimizer of the functional in (1.10),
such that 0 < a(-) € wbhd(2), d > n, and that (1.9) holds together with

q/p <1+1/n—-1/d, ifn >2 and, whenn =2, alsoq/p < p. (1.19)

Then Du € L™

loc

(82; RV>m),

Theorem 1.3 allows to clarify in which sense assumptions (1.15) and (1.17) &
(1.19) are sharp. Indeed, Sobolev—Morrey embedding yields a(-) € C%% with
o = 1 — n/d. This last identity makes conditions (1.11) and (1.17) coincide.
In turn, (1.11) is sharp by the counterexamples in [38,41]. Therefore, (1.15) is
the sharp differentiable version of (1.11), which is stronger than (1.11), but weaker
than assuming that a(-) is Lipschitz. Lipschitz continuity of coefficients is typically
assumed in the literature in the nonautonomous case (see for instance [61,66] and
related references).

1.2. Nonuniform Ellipticity at Fast Rates and a Different Phenomenon

A prototype we have in mind here is given by (1.12). Looking at the case of
polynomial growth in Section 1.1, from (1.15) and (1.16) we see that the required
integrability rate of coefficients d increases with the ratio ¢/ p. A naive, but seem-
ingly natural bet, would then assert that the exponential case needs more stringent
conditions on the integrability exponent d. On the contrary, the situation reverses,
and any d > n implies local Lipschitz continuity.

Theorem 1.4. Let u € Wlé’cl (£2; RN be a minimizer of the functional in (1.12),
such that ¢i(-), c2(-) € Wh4(R2) with d > n and f satisfies (1.9). Then Du €
L2 (2, RV>m),

The same applies to more general functionals with faster growth, involving arbi-
trary compositions of exponentials, and therefore even faster growth conditions.
Specifically, we fix exponent functions {px(-)} and coefficients {cx(-)}, all defined
on the open subset £2 C R", such that

1 <pm=po) Spu, 0<pm S pi() S pu, fork 21

1 (1.20)
O<vm S a()SL, pr(), () e WHe(2), d >n, fork =2 0.
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We then inductively define, for every k € N, the functions e;: £ x [0, 00) — R
as

ex1(x, 1) == exp (ceq1 (x) [ex (x, 1)]Pk1 ) (121
eo(x, 1) := exp (co(x)tP0W) | '
and consider the variational integrals
w»—>f [ex(x, |Dw|) — f - w] dx. (1.22)
2

Functionals asin (1.22) have been studied at length in the literature also because they
provide the best case study to test how far one can go in relaxing the standard uniform
ellipticity assumptions; see [4,61] and related references. The nonautonomous case
is of special interest as the sensitivity to the x-dependence is magnified by taking
multiple compositions of exponentials; see comments after display (1.12). We have
the following result, which, as also in Theorem 1.4, is completely new already in
the case f = 0:

Theorem 1.5. Let u € WIL’CI(.Q; RN) be a minimizer of the functional in (1.22)
for some k € N, under assumptions (1.20) and such that f satisfies (1.9). Then
Du € L2 (£2; RNV>m),

In other words, this fact brings functionals as in (1.12) closer to the realm of
uniformly elliptic ones. The next step comes in fact in the subsequent section.

1.3. New Results in the Uniformly Elliptic Setting

New results follow in the classical uniformly elliptic setting too. This time the
model is

t
w > / [A(x, |[Dw|) — f-w]ldx, A(x,t):= c(x)f a(s)sds (1.23)
2 0

for r = 0, with (1.4) being in force and such that 0 < v < ¢(-) < L. Under such
conditions, every solution to the system in (1.3) is a minimizer of the functional in
(1.23) and the second identity in (1.3) is automatically satisfied.

Theorem 1.6. Let u € le)’cl (2; RN be a minimizer of the functional in (1.23),
under assumptions (1.4). If |f|, |Dc| € X(82) as defined in (1.9), then Du €
Lf’ooc(.Q; RNX™) Moreover; there exists apositive radius R, = Ry (n, N, iy, 54, ¢(+))
< 1 such that if B @ 2 is a ball with v(B) < R, then the following estimate
holds for c = c(n, N,v, L,i,, Sq):

iq+2

IACDuDlim S ¢ . ACIDuDdx+elfIG, +e. (124
B
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In other words, f and Dc are this time required to have the same degree of regular-
ity. Theorem 1.6 applies to (1.5) by taking A(x, t) = c¢(x)t? / p and it is sufficient to
require that Dc € L(n, 1)(§2) for n > 2. This is, already when f = 0, a new regu-
larity criterion on coefficients, which goes beyond the known and classical one in
(1.7). Indeed, D¢ € L(n, 1) implies that c(-) is continuous [71], but not necessarily
with a modulus of continuity w(-) satisfying (1.7). Moreover, this criterion works
for the general cases as in (1.23), to which methods from [51] do not apply under
the only considered structure assumption (1.4). When considered in the special case
(1.5),itis i, = p — 2 and estimate (1.24) gives back the classical one valid for the
p-Laplacean system in (1.5); see for instance [51,52].

1.4. Calderon-Zygmund Theory

In Theorems 1.1-1.6, we can replace (1.9) by the weaker f € L"(£2; RM),
getting, as a corresponding outcome, that Du € Lloc(.Q; RN>m) for every p > 1;
see Theorem 4.3 below. This result is new in the nonuniformly elliptic case and is
in perfect accordance with the Nonlinear Calderén—Zygmund theory known for the
uniformly elliptic one [50]. For instance, considering the system in (1.5), D¢ € L"
implies that ¢(-) € VMO, the space of functions with vanishing mean oscillations
[68]. Atthis point, Du € LIOC(Q), forevery p = 1, follows from the standard theory
(see [10,35] and references). In fact, we provide the first Calderén—Zygmund type
estimates in problems with non-polynomial growth conditions. An example is the
following result, which is completely new already in the autonomous case:

Theorem 1.7. Letu € WloC (82; RN be a minimizer of the functional in (1.22) for
some k € N, under assumpttons (1.20) withn > 2, and such that f € L"($2; RM).
Then ey (-, |Dw|) € LY (£2) for every p > 1.

loc

1.5. Obstacles

Applications follow to obstacle problems, leading to completely new and sharp
results, already in the classical, uniformly elliptic case. For instance, we give the
first results for fast growth functionals as in (1.12), and these are new already in
the case of smooth obstacles. For this we consider the functional

HFo(w; 2) = / F(x, Dw)dx (1.25)
2

defined on W1 (£2), where F is for instance one of the integrands considered
in Theorems 1.1-1.6; here we of course consider the scalar case N = 1. Next
we consider a measurable function ¥ : £2 — R and the convex set Ky (£2) =
{w € WILCI (£2): w(x) > Y¥(x) fora.e. x € £2}. We then say that a function
u e W10C (£2) N Ky (£2) is a constrained local minimizer of Fy if, for every open
subset £2 € £2, we have Fo(u; £2) < oo and if Fo(u; 2) < Fy(w: £2) holds for
every competitor w € u + Wé 1(SZ) such that w € 5{¢(9). We then have the
following far reaching extension of classical theorems from [16,17,42,47,59]:
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Theorem 1.8. Let u € WIL’Cl (£2) be a constrained local minimizer of Fy in (1.25),
where F: 2 x R" — R is one of the integrands from Theorems 1.1-1.6 with
p 2 2,i, = 0 (whenever such parameters are involved). If € Wl%)’cl (£2) and
|D2y| € X(82), then Du € L.(2; R™).

This last result is new already in the classical p-Laplacean case F(x,z) =
|z|” / p, for which it offers a criterion which is alternative to those given in [16,17]
—see also [45] for double phase type functionals. In such papers Lipschitz estimates
are obtained assuming that D is locally Holder continuous. Here we trade this
last condition with | D2y | € X(£2), that in turn implies the mere continuity of Di.
This is essentially the same phenomenon seen in Theorem 1.6, where the condition
|Dc| € X(82) replaces the Dini-continuity of ¢(-). We note that in the constrained
versions of Theorems 1.1 and 1.2 we can allow for p = 1 provided that u > 0; for
this, see Remark 11 below.

1.6. Remarks and Organization of the Paper

Some of the methods here also extend to general scalar functionals, i.e., when
minima and competitors are real valued functions. In this case there is no need to
assume the radial structure F (x, Dw) = F (x, | Dw]). On the other hand, additional
conditions ensuring the absence of the so-called Lavrentiev phenomenon are needed
to build suitable approximation arguments, see for instance [31,38]. The radial
structure is usually assumed in the vectorial case, otherwise singular minimizers
might occur, even when data are smooth [66,72]. Again in the scalar case, we
mention the recent, very interesting paper [54], where gradient regularity results are
obtained for minimizers of functionals as in (1.25). These results cover functionals
with polynomial growth and special structure—the double phase functional is an
instance—under Holder continuity assumptions on coefficients. Anyway, they miss
to cover all the classes of integrands described in Sects. 1.1-1.2.

The rest of the paper is organised as follows: after Sects. 2 and 3, containing
notations and preliminaries, respectively, in Section 4 we describe in detail the as-
sumptions and the main results of the paper, that is Theorems 4.1-4.4 in Section 4.5.
These will imply, directly or with a few additional arguments, Theorems 1.1-1.8
above. We then proceed to Section 5, that contains the necessary approximation
tools for the proofs. One word here: this is a delicate point, as the approximations
considered must carefully match the shape of the a priori estimates found later, on
one side, and reflect the original structure assumptions on the other. The core of
the paper is Section 6, where we derive all the main a priori estimates. The proofs
here involve a series of ingredients. First, we employ a delicate version of Moser’s
iteration scheme developed in Proposition 6.2. This is based on a peculiar choice
of test maps suited to the structural assumptions considered. It goes via a finite
step procedure taking advantage of suitable smallness conditions; by the way, this
is sufficient to get the basic L”-estimates of Theorem 4.3. In turn, this is a pre-
liminary ingredient used to make a nonlinear potential theoretic approach work;
this last one is encoded in the abstract iteration Lemma 3.1 below. This approach
works in the case n > 2, but breaks down in two dimensions n = 2, where more
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difficulties appear, as for instance already noted in [4,19-22]. In this case we take
another path, as devised in Section 6.7 below. We use a different interpolation type
approach, eventually culminating in the use of Lemma 3.1 again. Section 7 fea-
tures the proofs of Theorems 4.1 and 4.3, combining the approximation scheme
of Section 5 and the estimates in Section 6. Section 8 contains the results and the
proofs for the uniformly elliptic case, i.e., the proof of Theorem 4.2; additional a
priori estimates are included here. In Section 10 we demonstrate the derivation of
Theorems 1.1-1.7. These are all direct corollaries of the main results, but Theorem
1.3. This in fact requires some additional arguments to reach the equality borderline
case in the first bound from (1.19), thereby reconnecting Theorem 1.3 to the known
literature [2,24,25] in the case f = 0; the details can be found in Section 10.2.
Section 11 contains applications to obstacle problems and the proof of Theorem
1.8. Finally, Section 12 features some auxiliary technical facts aimed at making
certain computations in Sects. 6 and 8 legal.

2. Basic Notation

In what follows, 2 C R" denotes an open domain, and n = 2 and there
is no loss of generality, in assuming that §2 is also bounded, as all our results
are local in nature. We denote by ¢ a general constant larger than 1. Different
occurrences from line to line will be still denoted by c. Special occurrences will be
denoted by c,, ¢ or likewise. Relevant dependencies on parameters will be as usual
emphasized by putting the corresponding parameters in parentheses. We denote by
B (x0) :== {x € R" : |x — xq| < r} the open ball with center x( and radius r > 0;
we omit denoting the center when it is not necessary, i.e., B = B, = B;(xp);
this especially happens when various balls in the same context will share the same
center. Given a ball B, we denote by r(B) its radius; with y being a positive
number, we denote by y B the ball concentric to B, with radius yr(B), and set
B/y = (1/y)B. In denoting several function spaces like L”(£2), Whr(2), we
shall denote the vector valued version by L? (£2; R¥), WP (£2: R¥) in the case the
maps considered take values in R¥, k € N. We shall often abbreviate L? (£2; RF )=
LP(£2), WhP(2; Ry = WP (£2). We denote {e®}_, and {e;}"_, standard bases
for RN and R”, respectively; we shall always assume n > 2and N > 1. The general
second-order tensor of size (N, n) as { = {e* ® e; is identified with an element
of RV*" The Frobenius product of second-order tensors z and & is defined as
z-& =76 sothat-& = | |2, and this is the norm we use here for tensors, vectors,
matrixes; needless to say, we are using Einstein’s convention on repeated indexes.
For instance, if v, u € R¥, then v - u = v;u;. The gradient of a map u = u“e? is
thus defined as Du = 0, u*e* ® e; = D;u®e” @e; , and the divergence of a tensor
¢ =¢fe” ®e;as dive = 9y, ¢ e”. When dealing with the integrands of the type
F: 2 x RV*" 5 [0, 00), as the one considered in (1.1), second differential of
0,. F (-, z) isinterpreted as d,, F (-, z) = Bzleg F(-,2)(e*®e))®(ef ®e;), whenever

z € RVX" For the rest of the paper we shall keep the following notation:

E@) =12+ u?, E(t) =12+ (u+¢)? (2.1
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fort > 0,u € [0, 1], > 0. With B C R” being a measurable subset with bounded
positive measure 0 < |B| < oo, and with g: B — RX, k > 1, being a measurable
map, we denote

1
()3 = ]gﬁg(X)dx - @Lg(x)dx.

Finally, in what follows we denote

| s if n>2 22
o any number larger than 2 if n =2. ’

The actual value of 2* when n = 2 will be clear from the context.

3. Potentials, Functions Spaces, Iteration Lemmas

With g € L?(B,(x0); R¥) and B, (xg) C R” being any ball, n > 2, we consider
the following nonlinear potential, that will play a crucial role in this paper:

172

r dQ
P$ (xo, 1) :=f Q2][ lglPdx | —.
0 By (x0) [

This quantity naturally relates to the standard, truncated Riesz potential in the sense
that

X)
/l; —lg( | dx < P‘f(xo, 2r).

(o) X = xol"!

As a matter of fact, Pf can be used as an effective replacement of the original Riesz
potential when dealing with nonlinear problems. Actually, its mapping properties
coincide with those of the classical Riesz potentials on those function spaces that
are in a sense smaller than L2. We refer to [50,65] for more information on such
nonlinear potentials and for recent results on Nonlinear Potential Theory in the
setting of this paper. The space X(-) in (1.9) plays a special role to ensure the local
boundedness of P;. Indeed, given concentric balls Bg C Bgr4+, C R"*, withr > 0
and R+r <2,andg € L2(BR+r; Rk), the following inequalities hold:

g/ <
{le( ) r)HLOO(BR) S clglLmnBry) 7> 2 an

g
IPYC I o) = c@gli2a0g Lyosis,) 7 =2
Here, in the last of the two inequalities, it is c(a) — oo when a \ 2. For this we

refer to [4,50]. Note that in the right-hand side of (3.1), we find the Luxemburg
norm of the Orlicz space Lz(log L)% in (1.8), which is defined as

i : 1817 oo (o 181 o o
||g||L2(10gL)a(BR+r) =inf{A >0: -2 log e+ — | dx = 1¢.
BR+r A A
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The two following inequalities are well-known and hold for any 7 > 0:

I8z n.1)(Bre) S € DG Lrtw By (3.2)

181 220g yo By S €@ DI L2+ (B, -

Recalling the standard notation (v — k) := max{v —«, 0}, we select the following
result from [4, Lemma 3.1], that incorporates the basic elements of De Giorgi’s
iteration, as used in Nonlinear Potential Theory since the basic work of Kilpeldinen
and Maly [46]:

Lemma 3.1. Let B, (x0) C R", n > 2,8 € (0,1/2) and v € W"2(By,(x0)) be
non-negative and f1, f>» € Lz(Ber (x0)). Assume that there exist positive constants
¢, My, My, M3 > 1 and a number ko > 0 such that for all k > ko and every ball
B, (x0) C By,(x0) the inequality

2 CM12 2
|D(v — k)] d)cf—2 (v —)idx
By j2(x0) r By (x0)

+ EM22][ |f1I? dx +EM32][ | f2>dx (3.3)
By (x0) By (x0)

holds. If xq is a Lebesgue point for v, then

w2 172
l+maxi$,T} 5
v(x0) < ko +cM, (v — ko) dx
Byy (x0)

max{é, n-2

w7 [MoP] (0, 200) + MsP G0, 2000 B4
holds too, with ¢ = c(n, ¢, §).
We conclude with another, more classical iteration lemma (see references of [4]).

Lemma 3.2. Let Z: [0,&] — [0, 00) be a bounded function. Let ¢ € (0, 1),
ai, az, b > 0 be numbers. If
ai

ZL(11) < eX(12) + &)t

+ax
holds whenever § < 1| < 13 < @, then
cay
Z(©) < ———— +ca
(0—8)°

holds too, with ¢ = c(e, b).

4. Assumptions and General Results

In this section we are going to describe a number of conditions on the integrand
F in (1.1) implying our main results, that is Theorems 4.1-4.4 in Section 4.5 below;
in turn, these will imply Theorems 1.1-1.8 from the Introduction.
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4.1. Basic Structural Assumptions, and Consequences

We assume that F has radial structure, i.e., there exists F: 2 x [0, 00) —
[0, 00)

F(x,z) = F(x, |z]) forall (x,z) € £2 x RN>n
t > F(x,1) € CL [0,00) N CE (0,00) forallx e 2 4.1)
x> F'(x,1) € W(2) foreveryt > 0.

We assume in general that F, F’ are continuous on £2 x (0, o0), while F”, 3, F’
are instead Carathéodory regular on the same set. Of course we also assume that
SUpo . x ;2 F is finite for every compact subset K C RV*"\{Ognn}. Now we
describe the minimal and standard assumptions qualifying the functional in (1.1) as
elliptic. For this, we use three locally bounded functions g; : §2 x (0, co) — [0, 00),
for i € {1,2,3}, in the sense that supg,, x g is finite, for every compact subset
K C (0, 00). The first two g1, g are continuous and serve to bound the lowest
and the largest eigenvalues of 9., F', respectively. The third one g3 is Carathéodory
regular and controls the growth of derivatives with respect to x. Specifically, we
assume that there exists 7 > 0 such that

z+— F(x,z2) is convex for all x € £2

0. F (x, 2)| < g2(x, |z) forall x € 2 on {|z| = T} 42)
g1(x, [zDIE> < 0. F(x,2)€ -& onf{lz| = T}andforallx € 22 '
|0, F'(x, )] < h(x)g3(x, 1) fora.e.x € 2 andevery t > 0,

where (4.2)3 holds for every & € RV*" h(-) € L"(£2) and we assume also that

inf g1(x,T)>0. 4.3)
xes

Using asin (1.3) the notationa(x, t) := I:"/(x, t)/t,defined for (x, t) € £2 x(0, 00),
we assume that for fixed numbers y > 1, u € [0, 1], and for every x € £2, the
minimal y-superlinear growth of the lowest eigenvalue of d,; F'(x, -), that is,

a(x,t X, t
tr—>—( )Zandtr—>—gl( )7

V— S are non-decreasing on (0, 00)(4.4)

(RN (GRS
Note that the global convexity of F(-) in (4.2); implies, arguing as in (4.9)—(4.11)
below, that a(-) = 0, that is, r — F(x, t) is non-decreasing on [0, 00), for every
x € £2.

Remark 1. When considering partial derivatives of F and g in the x-variable,
as well as the function g3, properties will be given a.e. with respect to x in the
Caratﬁeodory sense. For instance, (4.2)4 means there exists a negligible set N C §2
such that (4.2)4 holds for every t > 0, whenever x € £2\N. The same will apply
later when considering for instance (4.16)—(4.17) and (5.13).
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Remark 2. In most of the relevant models it turns out to be a(-) = g;(-), and this
justifies the double assumption in (4.4). Assumptions in (4.2) are bound to quantify
ellipticity of 9., F (-, z) only outside the ball {|z| < T} (recall we are assuming
v > 0), and this allows to cover functionals loosing their ellipticity properties on a
bounded set of z € RV>"_ This condition not only adds more generality, but helps
simplifying the treatment in the case of nonuniformly elliptic problems. We could
do the same also with respect to 0y F’ in (4.2)4, but we prefer not, as this would
only add technical difficulties, while not covering more examples.

Let us derive a few consequences of (4.1)—(4.4). First, for every x € §2 it holds
that

g1(x,s)s < g1(x, 1)t

0<s<tr=
a(x,s)s <a(x,t)t.

(4.5)

Indeed, as 1 > (12 + ;1,2)(3’_2)/ 2t is non-decreasing, we have

—2
g1(x,s)s = &) s+ uH7 s

y=2

(s24+u>7
g1(x, 1)

(2 + p2) T
The same argument works for ¢ > a(-, t)¢t. Moreover, again from (4.4), it readily
follows that

4.4
<

)
@+ ud) Tt =gi(x, )1

w2+ 1) T < gt fort =T

4.3 inf , T 4.6

0“2y .= min w,l <1. 0
(T*+pu) ™

From the very definition of a(-), for (x, 1) € £2 x (0, co) we have
- - Iz
F(x,z) — F(x,Ognsn) = F(x, |z]) — F(x,0) = / a(x,s)sds  (4.7)
0

and therefore 3. F (x, |z]) = 8,a(x, |z])®z = [0, F/(x, |z])/|z|1®z holds for |z| #
0. It follows that (4.1)3 and (4.2)4 imply that x — 9, F(x,z) € whn(2; RN*m)
for all z € RN such that |z| # 0, and

|0xz F (x, 2)1, 19xalx, [zD]|z] < h(x)g3(x, |z]) on {|z] > 0}, ae.x € 2. (4.8)

Again from the second-last display it follows that

~ ~ ~ 2®z
. F(x,2) = d.[a(x, |zzl = a(x, [z2DIyxn + @' (x, lzDlel =5 4.9)

holds for |z| # 0, so that, using (4.2) 3 with & = zand & L z in (4.9), we obtain

for (x,2) € 2 x {|z| 2 T} (4.10)

ax,|zl) +a'(x, lzDlzl = gi(x, |z])
a(x,|z) = gi(x, |zl)
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and

{é@Jd%+ﬁ@Jde<gﬂqu

for (x,z) € 2 >T) . @411
ax,lz)) < ga(x, Iz)) or(x,2) e 2 x{lz|2T}. “1D

In particular, it follows that

{O<gl(nt)<gz(-,t) fort > T

4.12
at,t) e +pH =22 for0 <t <T. (412)

The first inequality in (4.12) is a consequence of (4.6). In (4.12),, as a constant
¢ we can take ¢ = [|a(-, T)llzoo@)(T? + uH @72 < ga (-, T)ll o) (T? +
wu?)@=1)/2 This follows from (4.4) and again from (4.11).

4.2. The Energy Functions

These are two functions bound to quantify the minimal energy controlled by
the functional in (1.1); they will play a crucial role in the rest of the paper. For every
(x,1) € 2 x (0, 00), we set

max{t,T}
G(x,t):= / g1(x,s)sds
_ T
G(x,t):=G(x, 1)+ (T?>+ 1)V/2.

4.13)

4.3. Quantifying Nonuniform Ellipticity

Here we quantify ellipticity and growth of F in the nonuniformly elliptic case.
For this, we consider numbers d, o, & = 0 such that

h()eLY(R2), d=>n (4.14)
and

min {1 -1 5ot (1= D)} if a2

o+6 < (4.15)

Here itis ® = 9(y) = 1 when y = 2, and ¥ = 2 otherwise. We assume that
X+ gi(x, 1) € whd(2) for all ¢ > T and that 9, g (-) is Carathéodory regular
on 2 x [T, 00). Then, for a fixed constant cp, = 1, we consider the assumptions

[0xg1(x, )] < h(x)[é(x,t)]&gl(x,t), (4.16)
g3(x, 0t < cp[G(x, ]
) 417
(80008 G ppitee @17
g1(x, 1)
&0 e (4.18)
g1(x, 1)

for every t = T, every x € £2 in the case of (4.18), and for a.e.x € £ in the
case of (4.16)—(4.17). Comments on the meaning of (4.16)—(4.18) can be found in
Section 4.6, below.
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4.4. The Uniformly Elliptic Case

Here we instead describe conditions relevant to the uniformly elliptic case,
and therefore to models as in (1.23). Such conditions are a slightly more general
version of those considered in [19,20,58], that are classical. We retain the structure
conditions (4.1)—(4.4) from Section 4.1 but, instead of using (4.14)—(4.18) from
Section 4.3, for a fixed constant ¢, = 1, this time we consider

1>0= gi(x,t) =g (), i €{l,2,3)
T St = g(t) S cugi(t) (4.19)
T <t= gi1(O)t < g3(1) < cug1(D)1.

4.5. General Results

In what follows, we abbreviate the assumptions considered as

={4.1)—(4.4),4.14) — (4.18

set := [(4.1) = (44), (4.14) — (4.18)) (420)
sety = {(4.1) — (4.4), (4.19)}

and these are going to be used in the nonuniformly elliptic setting, and in the
uniformly elliptic one, respectively. Accordingly, we also gather the parameters
influencing the constants in the a priori estimates as

421

data := (n N,v,v,T,cp,d, 0,0, a)
datay =, N,v,y,T,cy, g1(1),0).

The presence of a only occurs in the two-dimensional case n = 2.

Theorem 4.1. Let u € W]L’c] (2; RN)Y be a minimizer of F in (1.1), under assump-
tions set in(4.20), with f € X(82) as definedin (1.9). Then Du € Ly, ($2; RN xmy,

Moreover; there exists a positive radius R, = Ry(data, f(-)) < 1 such that if
B € 2 is a ball with r(B) < Ry, then

G (. [Dul)ll Lo (sm)
c

0 6
< A =)@ [IIF(., Di)ll7 1 gy + 1 @) + 1] 4.22)

holds foreverys € (0, 1), where c = c(data, ||hllLa(g)) >1,B8,0=8,0n,v,d,
0,0) > 0.

Remark 3. When either y = 2 or f = 0, in Theorem 4.1 we can replace the upper
bound on o + & in (4.15) by the less restrictive 0 + 6 < 1/n — 1/d. See Remark
9 below.

The main Lipschitz regularity result in the uniformly elliptic case is in
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Theorem 4.2. Let u € WIL’CI(.Q; RN be a minimizer of & in (1.1), under as-
sumptions set, in (4.20), and with f, h € X(82) as defined in (1.9). Then Du €
Ly (£2; RN*"Y Moreover, there exists a positive radius Ry = Ry(datay, h(-)) <
1 such that if B € $2 is a ball with r(B) < Ry, then

1£(. Du)llLe(s®)

S y/ly=1
< Twm@p | FC Polie +elflizg ~ +e (4.23)

holds for every s € (0, 1), where ¢ = c(datay).

In deriving Theorem 4.1 we need to prove higher integrability bounds for the
gradient, that are worth being singled out in the following:

Theorem 4.3. Let u € W]]O’c] (£2; RN) be a minimizer of F in (1.1), under assump-
tions set in (4.20) withn > 2, and with f € L"($2). Then Du € LI (£2; RN*m)
forevery p € [1, 00). Moreover, for every p € [1, 00) there exists a positive radius

R. = R.(data, f(-), p) < 1 such that, if B € $2 is a ball with r(B) < R,, then

IGC, [DuDllLrs®)
¢

0,
= U= Pr @)

0
[IFC DI g + 171y + 1] @24

holds for every s € (0, 1), where ¢ = c(data, ”h”Ld(@), D), 0p, Bp = 0,, Bp(n,
y.d,o,0, p).

Remark 4. In order to prove Theorem 4.3 the full strength of (4.15) is not actually
needed. Assuming o + 6 < 1/n — 1/d suffices.

Remark 5. In Theorems 4.1-4.3, as well as in the other estimates in this paper, the
constants depending on data and data, blow-up when 7" — oo (complete loss
of ellipticity). On the contrary, they remain bounded when 7" — 0 (full recovery
of ellipticity), as long as the quantity v = v(T) in (4.6) stays bounded away from
zero. This is for instance the case in Theorems 1.1-1.5; see Section 10 below.
As a matter of fact, there is an additional dependence of the constants on the
specific operator considered. Indeed, the dependence on T typically shows up via
quantities controlled by [|a@(-, T)||zo (T? + ) + T ; this can be in turn controlled
as < JlaC, Dlpee(T” + p?) for T < 1 via (4.4). All in all, the dependence of
the constants on the specific operator (i.e., d, F') appears only through v defined in
(4.6), and ||la(-, 1)||L~ when T approaches zero. See also the appearance of g;(1)
in data, in the uniformly elliptic case.

Finally, we give another general result concerning an intermediate form of nonuni-
form ellipticity. This for instance applies to the case of functionals with special
structure as the double phase one in (1.10). More comments on this will follow in
Section 4.6 below.
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Theorem 4.4. Let u € ng’cl (2; RY) be a minimizer of F in (1.1), under assump-
tions set in (4.20) witho = & in(4.16)-(4.17) and f as in (1.9). Moreover, replace
(4.15) and (4.18) by

1/n—1/d ifn>2 g2(x, 1)
and <
min{1/2 — 1/d,y — 1} ifn =2 g1(x, 1)

cp,  (425)

respectively. Then Du € L®.(82; RN*") and (4.22) holds.

loc

Remark 6. Replacing the integrand F in (1.1) with the new one Fy(x,z) =
F(x,z) — F(x,0), does not change the set of minimizers of F, and gets an-
other functional still satisfying the conditions of Theorems 4.1-4.4. Moreover,
as F (x,0) = 0, once the estimates in (4.22)—(4.24) are proved in the case Fy(x, z)
is considered, then they also hold in the original case. Therefore for the rest of the
paper we can always assume that F(x, 0) = 0 and by (4.7) it follows that

t
F(x, t) = / a(x,s)sds for (x,1) € 2 x (0, 00). (4.26)
0

Such a replacement makes sense provided F x,0) € LllOC (£2), but this is always
the case in our situation. Specifically, this is true as soon as the functional F in
(1.1) admits a minimizer u, which is therefore such that F(-, |Dul|) € LIIOC(Q).
This implies that 0 < F(x,0) < F(x, |Du(x)|) (recall that ¢ — F(x,t) is non-

decreasing), so that F(-,0) € Llloc(.Q).

4.6. Different Notions of Nonuniform Ellipticity

What do we call nonuniform ellipticity of the integrand F here? To provide a
measure, in the autonomous case F(x, z) = F(z), it is rather standard to use the
ellipticity ratio

highest eigenvalue of 9., F(z)

RF(2) = 4.27)

lowest eigenvalue of 9., F (z)
The occurrence of nonuniform ellipticity then refers to the fact that Rr(z) — oo as
|z| = o0; accordingly, the uniformly elliptic case occurs when Rfr () &~ 1. In the
nonautonomous case this leads to define the same pointwise quantity Rr(x, z), by

taking into account the x-dependence in the right-hand side of (4.27). In this paper
we have considered assumptions aimed at bounding R ¢ (x, z) pointwise, i.e.,

4.18) Izl 4
Rp(x, z) < 822D T (/ gl(x,s)sds> 1. (4.28)
g1(x, Iz|) T

On the other hand, the ratio R (x, z) misses to properly encode full information
in the nonautonomous one. This leads to consider the nonlocal quantity

sup, g highest eigenvalue of 9., F (x, z)

Rr(z, B) := (4.29)

inf,cp lowest eigenvalue of d,, F(x,z)
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with B C £2 being any ball. The new ratio fRr(z, B) naturally occurs in integral
estimates and, in fact, turns out to be the right quantity to describe intermediate
notions of nonuniform ellipticity in the nonautonomous case. Obviously, from the
definitions it follows that sup,.p Rr(x, z) < PRr(z, B), with equality in the au-
tonomous case.

Remark 7. (Double face of the double phase functional (1.10)) To further moti-
vate (4.29), recall that for general uniformly elliptic problems one typically recovers
classical theories as Schauder’s [58] and Calderén-Zygmund’s [13]. This is in gen-
eral not the case for the double phase integral in (1.10), due to the counterexamples
in [38,41]. Nevertheless the integrand H (-) turns out to be uniformly elliptic when
using the quantity in (4.27) as test, in the sense that Ry (-) =~ 1. On the other
hand, when considering a ball B such that B N {a(x) = 0} # 0, we have that
Ry (z, B) ~ |B|V/"=1/d|719=P 4 1, therefore Ry (z, B) — oo when |z] — oo.
In such sense, the use of quantity in (4.29) resolves the above ambiguity. In this
case, the assumptions (1.19) provide a way to correct the growth of Ry (z, B) with
respect to |z| with the smallness of | B|, as pointed out in the Introduction.

In this paper we consider different assumptions, playing with the parameters o, 6 in
(4.16)—(4.18), in order to tune different degrees of nonuniform ellipticity, involving
both Rp(-) and RF(-). In Theorems 4.1-4.2, we prescribe a direct pointwise bound
on Rp(-) as in (4.28), and then control the behaviour with respect to x of the
derivatives of F via (4.16)—(4.17). This has the overall effect of providing an indirect
control on R (-) too. In Theorem 4.4, we bound Rp(-) < 1, that is, uniform
ellipticity is assumed in the pointwise sense, still allowing for nonuniform ellipticity
in the nonlocal sense of (4.29). This leads, for instance, to obtaining better bounds,
and opens the way to Theorem 1.3, dealing with the intermediate case of double
phase functionals in the sense of Remark 7.

5. Approximation of Integrands

Here we implement a truncation scheme aimed at approximating the origi-
nal integrand F in (1.1) with a family {F;} of integrands with standard polyno-
mial growth, and converging to F locally uniformly. The new integrands preserve
structure properties as (4.1)—(4.2), with corresponding control functions g; ., still
satisfying relations as those of the original ones. For this we will exploit a few ar-
guments used in [4] as a starting point. In this section we shall permanently assume
that (4.1)—(4.4) are in force, so that their consequences (4.5)—(4.12) can be used as
well. Additional assumptions such as (4.16)—(4.18) shall also be considered; when
they are, this will be explicitly mentioned. In that which follows we use a parameter
¢ that will always be such that 0 < ¢ < min{l1, 7}/4 and use that F(x, 0)=0.

5.1. General Setup
Given T and p in (4.2) and (4.4), respecively, we introduce the numbers

He =+ €, T. =T+ 1/¢. 6.1
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With a: £2 x (0, 00) — [0, co) that has been defined in (1.3) as

(5.2)

for t > 0, which is continuous on £2 x (0, c0), we start introducing the functions
ag: 2 x [0,00) — [0, 00) as

- -2
—awe) (24 2 ift e [0, )

(82+ME)VT_2
ae(x, 1) =14 alx, 1) ifr €le, Ty) (5.3)
~ -2
L (2 )T ift € [T, 00).
(Te+ps) 2

for every x € £2, where y also appears in (4.4); accordingly, we define

t
Fe(x,7) := Fe(x, |z]), for Fe(x,1) := / ag(x,s)sds +eLy (1)
0

1 } L 5.4
Lye(t) = [(z2 +ud)r’? - uz] = /0 (s> +up) 7 sds,
and, finally,
Ge(x, 1) 1= de(x, 1) + (2 + D)7
= as(x,2) :=ae(x, |z|)z =0, F:(x,2) . (5.9)

Note that g, is continuous on £2 x [0, c0) and 9, a. is Carathéodory regular; (x, t)
a,(x, t) is instead Borel regular. In view of (4.1) and (4.26), it follows that

t > Fe(x,1) € CL[0,00) N CE_ (10, 00)\{e, T;}) forallx e 2

x> F/(x,1) € Wh(2) forall 7 € [0, 00)

t — ag(x,t) € Lip,.[0, 00) N ClloC ([0, c0)\{e, T¢}) forallx € £2

t— I:"g (x, 1) is strictly convex and non-decreasing for all x € £2 (5.6)
F, is continuous on §2 x RY>" and I:}(x, 0)=0

F, — F uniformly on £2 x K as & — 0, Vcompact X Cc RV*"

9y d,. is Carathéodory-regular on §2 x [0, 00) .

For (5.6)4, see (5.17) below. For the proof of (5.6)s, recall that F’ is continuous on
2 x (0, 00). For details about (5.6)¢, see also Lemma 5.4 below. For (5.6)7 use
that 9, F” is Carathéodory.

Definitions (5.1)—(5.3) lead to introduce new control functions g; . : §2 x[0, c0) —
(0,00),i €{1,2,3}as

—ae) 2 L NI e 10, 6)

@4ud) T ‘
gl,g(x,t) = gl gl(-xvt) ifte[gs Té‘) (57)
-2
ST (2 4+ ud)T if 1 € [T, 00),

(T2+u2) 2
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-2
%ﬂ} P +ud)T ifref0e
| (e*+ug) 2

-2
(.0 =g g(x.0) + e +u2)T ift e [e, Tp)

-2
—BTO +e} P+ ud)' T ifr el 00),
(Te+uz) 2
—2
—2“(;"3? @ +ud) T ifref0,e)
(eo+uz) 2 ¢
83.6(x, 1) =1 g3(x,1) ift €le, Ty)

r=2 .
%(rzﬂé) T ifr e [Ti, 00),
Ttug 3

where the constants g; and g; are defined by

gr:=min{l,y —1} <1 < g :=20Nn+vy).

(5.8)

(5.9)

(5.10)

Observe that g1 ¢, g2.¢ are still continuous and g3 is still Carathéodory regular.
We next introduce also the truncated counterparts of the functions defined in (4.13),

ie.,

max{t,T}
Ge(x,1) ::/ gl,s(an)Sds
T

Ge(x, 1) :=Go(x, 1)+ (T2 4+ 1)/2.

In what follows, recalling (5.1), we shall repeatedly use

2 2
sT+ .

5 M; < 3, provided s 2 &,
SC 4+ u

and assert that this is a decreasing of s.

1=

5.2. Four Technical Lemmas

Lemma 5.1. Under assumptions (4.1)-(4.4) we have that

(5.11)

(5.12)

— There exist constants {A¢} and {L.} such that the following properties hold:

1022 Fe (x, 2)| = g2.6(x, [2]) if(x.2) € 2 x{lz| 2T .|zl # T.}
gle(x, 2DIEP S 0 Fe(x,2)E - & if(x.2) € 2 x {|z| 2 T, |z| # T}
|0y Fe(x,2)| £ h(x)gse(x,|z])  forae x € 2 and every z € RNV*"
[0xde (x, [zD]]z] £ h(x)g3.e(x, |z]) fora.e.x € §2 and every z € RN xn

and

(5.13)

-2
0, Fe(x, 2)| < Ac(lz]> + D) T if (x,2) € 2 x {|z| # &, T}
-2
eg1(z2 + 1) T IEP < 0 Fe(x, 0)E - & if (x,2) € 2 x {|z] £ &, T}
-2
10y Fo(x, 2)| < Leh(0) (21> + 1) T |2| forae.x € 2, ¥z e RN

(5.14)
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forall € € RNX"_ As a consequence, it follows that

gre(x, |z]) S ae(x, |z]) < g2.6(x, |2]) (5.15)

holds for all (x,z) € 2 x {|z| = T}, and

ac(x, |z)) +ay(x, [zD1z] = g1,6(x, |z]) (5.16)
ac(x, |z)) +a(x, [zD]z] < g2,¢(x, |z])
hold for all (x,z) € 2 x{|z| 2 T, |z| # Te}.
— It holds that
<
0<s<t —s é:l,s(X,s)S igl,e(x,t)t 5.17)
ag(x,5)s S ag(x, 1)t

In particular, the function t — Gg(-, t) in (5.11) is convex.
— For every (x,z) € 2 x {|z| = T}, it holds that:

c, Yz + )22 < gy o (x, Iz])
G(x,lz]) = F(x,2) (5.18)
Ge(x, |z]) £ Fe(x, 2).

For every (x,t) € 2 x [T, 00), there holds

{ %+ 2" < c(v, )G (x, 1) (5.19)

Ge(x, 1) £ c(u, IGe(x, )7 g1 (x, 1) .

Again for every (x, z) € 2 x {|z| = T}, it holds

(5.20)

cW, Y)F(x,2) 2 (2> + u>/? —(T* + p?)r/?
e, V) Fe(x,2) = (12)* + u2)7/? = (T? + pn?)r/2.

— For every x € §2 and for a fixed constant ¢ = c(v, y), we have

(5.21)

ae(x,1) S ca(x,t) fort 2 ¢
>+ u2)r=2/2 < ca(x,t) fort > T.

— Finally, for another constant ¢ depending onv and ||a(-, T) || L (T2 +u2) +T7,
we have that

Fo(x,2) S ¢F(x,2) +c holdsforall (x,z) € 2 x RN (5.22)

and that
€ 2 207/2 epl < F < 2 2\7/2
;(l +u)e — = = Fe(x,1) S ce(t” + 1) (5.23)

holds for all (x,t) € 2 x [0, 00).
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Proof. By the very definitions in (5.3)—(5.4), we note that d_, F, (x, z) exists for all
(x,2) € 2 x {|z| # ¢, Tz} with

-2 ~
(z?+ud) 7T [# + e} Ce(2)

(4ud) 2
if (x,2) € 2 x{|z] < 8}
8. F(x.2) + (2] + 1) T Co(2)

0z Fe(x,2) =
whe if (x,2) € 2 x{e <zl <Ts}
2 ~
(22 +pud) 7 | -2l 4 o] Ci(2)
(T2+M5)T
if (x,2) € 2 x {T: < |zl},
where
720z N
C.(z) =1 +(y —2)————— forz e RV,
e (2) Nxn + (¥ )|z|2+M§

Moreover, recalling (5.3), by the definition of weak derivatives, we have

L8)2(|z|2+m P if(x2) € 2 x {|z] < ¢)

(e2+u2) 7

dee Fe(x,2) = { dalx, |z))z if (x,2) € 2 x{e <zl <Te)
M(mzﬂm Tz oif(x,2) € 2 x (T £z}
(T2+u2)" 2

Then (5.13)—(5.14) directly follow by (4.2), (4.8), (5.3), (5.7)—(5.9), and with the
choice

297(x, T, 0., F(x,z
As = 92 1 =+ Sl]p L + Sllp | 2z ( 3|72
xef (T2 + u2 ) 2 xef,lzlele, ] (2|2 + ,U«%)T
llgs(-, l)llLOO(.Q)

L, = .
el (12 4 p2) Tt

Note that we are also using (4.11); and (4.4) in order to get upper bounds for

|0,; Fe(x, 2)|,1in (5.13)1 and (5.14)1, respectively; also (5.12) is used to estimate
a(x,e) 2a(x, T) < 2go(x, T)

)
2 +u2)T  (T24upd)T  (TP2+ud)'T

A

We also used (4.10); to get (5.13),.

As for (5.15)—(5.16), when |z| # T, these follow from definition (5.5) and
(5.13), arguing exactly as for (4.10)—(4.11). The case |z| = T, of (5.15) follows by
continuity.

The property in (5.17) readily follows from (4.5) and the definitions in (5.7)—
(5.8), also using the fact that ¢ +— (% + ,u?)(”_z)/zt is increasing.
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We now come to (5.18)—(5.20). For (5.18),—(5.20); we note that

|z 4.10) ]
F(x,2) = f a(x,s)sds > 2] g1(x,s)sds (423)G(x,|z|)
T T
“4.6) H]
2

v [T sds B Y EQ )y — E@).
T Y
(5.24)

Let us now take care of (5.19);. Fort € [T, T:), using (4.6) and (5.12), we see
that (recall that ¢ < T/4)

Getr, ) 2 B2 (@ 4 w22 = (@2 4 2P 4+ (12 4 1Y
14

_ P udr?
c(v,y)
while, when ¢ > T, by analogous means, we have

(5.25)

Y

_ ! x, T, -2
Ge<x,r>=91/ s ) o oyt
T (TF +p3) 7

Te
+ 81 / gi1(x,s)sds + (T2 4 1))//2
T

1

. @ +u)r?
c(v,y)

c(v,y)
(5.26)

Implicit in the arguments from (5.25)—(5.26) is also the proof of (5.18);. Inequalites
(5.18)3 and (5.20), follow using the lower bound in (5.15) and then (5.18), as in
(5.24). As for (5.19);, note that

t _
/ 2+ 1)) Tsds + T2+ )72 >
T

t AS.17) t
Gs(x,t)=/ gle(x,8)sds < g1,s(x,t)t/ ds
T T
=g1:(x, 01t = T) < g1.(x, D (5.27)

holds whenever ¢ = T. Now (5.19); follows using (5.27) with (5.19);.

The proof of (5.21); follows straightaway from the definition of a; in (5.3), the
first property in (4.4) and (5.12); the relation in (5.21); instead follows from (4.6),
(4.10), and again (5.12).

For the proof of (5.22) we use (4.6) and (5.12), to get, inthe case t £ T

a(x,T)

[ p—
—H+8j|/ (s2+,u§)y72sds
(T2 +ud) ™ 0
Scllat, Tllpe(T* + p?) + (T +1). (5.28)

On the other hand, when 7 > T, using (5.21) gives that F.(x,1) — F.(x,T) <
cF(x,t) and this, together with the content of the last display, gives (5.21) again.
Finally, the proof of (5.23) follows straightaway from the definitions in (5.3)—(5.4).
O

Fe(x, 1) <C[
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Lemma 5.2. Under assumptions (4.1)—(4.4) we have that

— If (4.18) is also in force for some o 2 0, then for every (x,t) € 2 x [T, 00) it
holds that

9t ~
g2~_5(x ) < c[Ge(x, )], wherec=c(n,N,v,y,cp). (5.29)
gl,&‘(-xs t)

In particular, if g2/g> < cp, holds as in (4.25), then it also holds that

, 1
82000 _ N vy (5.30)
gl,&(xv t)

— If (4.16) is also in force, then, with gy as in (5.10), for a.e.x € §2 and every
z € RNX" with |z| 2 T, it holds that

h(x)

10,816 (x, D]t < ———0,[Gelx, )] (5.31)

a7

—Forall (x,t) € 2 x [T, 00), the following holds:
e1 < &2 < min{l, T}/4 = g1.0,(x. 1) < c()gre (.. (5.32)
Thus, this time, for all (x,t) € §2 x [0, 00), it follows that
Ge,(x,1) S c(y)Ge, (x, 1) and 8111}) G:(x,t) =g1G(x,1). (5.33)
The last convergence occurs uniformly on compact subsets of [0, 00).
Proof. For (5.29), note that (4.6), (4.12); and (5.12) imply

igZ(xJ) < g2,8(-x1t) <C(V ]/ g2(x7t)

T=<t=T s S ) (5.34)
g1 81(x, 1) — grelx, 1) gi1(x, 1)
and that the definitions in (5.7)—(5.8) imply
2t , T
t>T, = 82.(x, 1) _ 82.¢(x, Te) (5.35)

81.e(x, 1) B 81.e(x, Ty) .
Then, for T <t < T, we have

) 5.34) ) 4.18) 5.7
<

< G, D° £ c[Ge(x,D]° (5.36)

82.e(x, 1 ng(x,t
gl,s(xst) - gl(-xvt)

while, for T, < t, we have

92.6(x,1) (5.35) g2.6(x, Ts) O30 _ i
prREy = e Ty = G TN SelGe(x. 017
,€ ) & g
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and (5.29) is completely proved. The proof of (5.30) follows as in the last two
displays by formally taking o = 0. The proof of (5.31) is a straightforward con-
sequence of the definition in (5.7) and (4.16) when ¢ < T,. In the case t > T, we
instead have, also using (4.16), that

5.7 ox81(x, T, y=2
0ug1,cCrnlr D BB Tl 2 )52,
(T2 + D)™

g1h()[G(x, T g1 (x, Te)
(T2 +ud)' 7

h(x
Q[G (x,0° 81,e(x, 1)t
L

= L))at[c (x, ],

91(1

that is, (5.31). Finally, the properties in (5.32)—(5.33), follow directly from the
definitions in (5.7) and (5.11), using (4.4) and (5.12). O

A

y=2
4 ud) 7t

A

Lemma 5.3. Under assumptions (4.1)—(4.4) and (4.17), the inequalities

g3, (x, D1 = e[Ge(x, ]

lgs.(x. O (537

gl,&‘(x’ t)
hold for allt 2 T and for a.e.x € 2, where c = c(n, N, v, y, cp).

< c[Ge(x, )]

Proof. When ¢ € [T, T;), the proof of (5.37) follows directly by the definitions
(5.7), (5.9), (5.11) and from assumption (4.17). Therefore we restrict ourselves to
the case ¢ = T,. For this, we set 7, := 1t/ T,, and

GS(-X, T,) <
o =—=51 5.38
Qe (1) G = (5.38)

and bound via (4.17); and (5.12) as follows:

y—2

2 2N\ 7
t +ll« 2

x, Dt Segax, T)T, | ——5 t
83.e(x, 1)t = cg3( e) 8<T52+/L3;) "

< e[Ge(x, THI'T1Y < e(n, v, ep)[Qe (D1 [Ge(x, )] .
(5.39)

In order to bound Q (¢) we start observing that if 7, < 1000, then (5.37); follows
using (5.38). When z, > 1000, we instead estimate

G.1h Gx. T.)

Qe () = -
/ 81,a(X,S)sds+(T2+1)y/2
T
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©.D G(x, Te)

2 2
8L 7 (12 + 1o/ To?) " = (14 (/T
y(TE+ug) 2

— -2
6> 1000 ()G, T) (T2 + pd) T
- gi(x, T)T! 1}

-2 -2
O oy | aETITT +ud T | AT+ DT+ D >
gi(x, T)T ] gi(x, T)T 1]

4.6) %
< c(y) |:1 TY +1 ] ‘
B tgy ngy
It follows that
Qe(t) = C(U;y) (5.40)
le
Inserting this last estimate in (5.39), we get
83,60, 01 S et 7V [Ge(x, D' S e[ G, 0], (5.41)

where ¢ = c(n, v, y, cp) and the proof of (5.37); follows in the case z, > 1000 too.
As for (5.37),, similarly to (5.37)1, when t € [T, T) the proof follows from (5.7),
(5.9) and assumption (4.17);, while for t > T, using (4.17), we have

y=2
(93,600, D1 [ga(x, TP <r2+u3> i
gl,é‘(-x9t) - gl(-x, T8) Tg2 +M§ ¢
< e, N, QD121 [Ge(x, 0] 20

and (5.37); follows using (5.40) in the last estimate and again arguing as for (5.41).
O

Lemma 5.4. Under assumptions (4.1)-(4.4) and (4.18) for some o = 0, consider

a ball B € 2 with r(B) < 1, numbers 0 < &1 < & < min{l, T}/4 and let
w e WHY (B RN). IfG(-, |Dw|) € LP(B) for some p > 1 + o, then

[ 1. Dw) = Frar Dw)| dx < o6e2) [ 16yt 1D dx + o).
B B

(5.42)
holds, where o(g3) denotes a quantity such that o(e2) — 0 as &2 — 0, and

/ |F(x, Dw) — F,(x, Dw)| dx < o(ez)/[G(x, |Dw))]? dx + o(ey) .
B B
(5.43)
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Proof. Note that (5.33) implies G, (x,t) < c¢(y)G(x,t), and therefore we also
have that G, (-, [Dw|) € L?(B). Next, we denote

t
Fe(x,1) = Fo(x,1) — &Ly (1) :=f Ge(x, 5)s ds (5.44)
0

and in the following we always take x € B. In the case it is |z| < &3, by (4.4) and
(5.12) we easily have

|Fe, (x, [2]) — Fey (x, [2D)| £ |Fey (x, &2)| 4 | Fey (x, £2)|

= 2o 2132
< cllat, Dllze(sy (s +pg,) Z sds
0
&2
> 2, 252 <
+clla(-, DllLes) (s +u;,) 7 sds = o(e2) .
0

When &, < |z] £ T, recalling that dg, (x, |z]) = @, (x, |z]), by also using the
information in the last display we find

| Fey (x, 12]) = Fey (x, [2)| £ |Fey (x, 82)| + | Fey (x, £2)| £ 0(e2) . (5.45)
Finally, note that (4.4) and (5.12) imply
ey (x,8) S c(p)ag, (x,5) S c(y)ag (x,s) fors > Ty, (5.46)
therefore, when |z| > Tg,, we get

_ _ (5.46) _ _
|Fey(x, |2]) = Fey(x, [2D| £ |Fey(x, Tiy) — Foy(x, Tiy) |

|z]
+c/ ag, (x,8)sds

T.,

(5.45) |z

< cf ag, (x,s)sds + o(e2)
T,

5.15) Iz

< C/ 82,6 (x,8)s ds + o(e2)
T.,

5.29)

< o [Ge(x,9)1781e (x,5)sds + o(e2)
ng

_ |z
< oG (x, 12D]7 / 816, (x,5)sds +o(e2)

Ta2
< ¢[Ge, (x, 12D + o(e2)

and we have also used that s — Gsl (x, s) is non-decreasing. Using the content of
the last four displays, and using also Holder’s inequality, we get

/B\Fgl(x,|Dw|)—1382(x,|Du)|)| dx
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50(82)|B|+0/ [Ge, (x, |Dw)]' dx
Bﬂ{lDw|>T€2}

I+o

p=l-c - P
< o(e2)|B| +c|BN{|Dw| > T, }| 7 (/ (G (x, IDwI)]”dX>
B
for ¢ = c¢(v, y, p). On the other hand, observe that

BN {|Dw| > Ty} < TEQVP/ |Dw|”? dx
BN{|Dw|>T¢, }

(519)] _
< cel? / [Ge, (x, 1 Dw)I? dx
B

Last two inequalities yield
/B |Fe, (x, [Dw]) — Fe,(x, [Dw])| dx < |Blo(e2)
+6872/(p_1_0)/3[651(x, |Dw))]? dx,
where ¢ = c(n, N, v, v, ca, cp). By using again (5.19), we get
fB |le1Ly ¢, (Dw) — &2Ly o, (Dw)| dx < ceZ/B(|Dw|2 + 1) dx
< C82/B[Ggl(x, |Dw])1? dx .

Combining the content of the last two displays and recalling (5.4) and (5.44) we
arrive at (5.42). As for (5.43), this follows from (5.6)¢ and (5.42) letting ¢ — O.
Indeed, note that Fatou’s lemma works for the left-hand one; as for the right-hand
side, we use again that G.(x,1) < G(x, ) and the second information in (5.33),
and finally Lebesgue dominated convergence. O

6. A Priori Estimates

In this section we develop basic a priori estimates. These are obtained for
solutions to certain elliptic systems associated to the integrands defined in Section 5,
(5.4). Unless differently specified, we shall permanently assume that set in (4.20)
is in force; all properties (4.1)—(4.18) will be therefore available as well. With
0 < & < min{l, T}/4 and B € £2 being a ball such that r(8B) < 1, we consider a
weak solution u € W7 (B; RV) to the system

—divas,(x, Du) = f inB

[ e L¥®B;RY), |fI S|, where fe L"(®B;R"), ©D

with ag: 2 x RV*" — RN*" being defined as in (5.5). This setting will be kept
for the rest of Section 6. In particular, all the balls considered in the following will
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have radius < 1. Eventually, we shall consider additional restrictions of the type
r(B) £ R,, where R, will be a (small) threshold radius to be determined as a
function of the fixed parameters of the problem, but independently of the solution
u considered. From (6.1), and taking (5.14) and (5.23) into account, it follows that
u is a minimizer of the functional

w > / [F.(x, Dw) — f - w] dx = / [ﬁg(x, \Dwl|) — f - w] dx. (62)
®B ®

We recall that a, (-), defined in (5.5), is such that x — a,(x, t) € W4(£2) for all
12 0,1 d(x,1) € Wh[0,00) N CL ([0, 00)\{e, Tx}) i.e., it is locally C'-
regular outside {e, T, } and it is such that a,(x, 0) = O for all x € £2. This implies
that x +— ag(x,z) € Wh4(2; RV*") for all z € RV*" and z — a,(x,z) €
WIL’COO(RNX”; RN>m) forall x € £2. Finally, the functions t +> @ (-, t)and g1 ¢ (-, )
are non-decreasing when y = 2; this is indeed an easy consequence of assumption
(4.4)1 (see display after 4.5). A direct consequence of (5.15)—(5.16) is

lag (x, [zDllz] < ga.e(x, [z]) forall (x,2) € 2 x{|z| 2T, |zl # Te}. (6.3)

Indeed, ifa, (x, |z|) 2 0, then (6.3) trivially follows from (5.16),; otherwise (5.16);,
and then (5.15), give |a; (x, |z)|lz] = —ag(x, [zD]z] = —g1.e(x, [z +ae(x, z]) =
ag(x, |z]) = g2.6(x, |z]). Similarly to (5.15), by (5.3) and (5.14), we have that

egi(Iz? + u) P S Ae(x 2) < AP H TV
la; (x, 12D] < ce(|z® 4+ u) v =/ '
holds this time for all (x, z) € £ x RV*" (must be |z| # &, T, for (6.4),). From
(5.13)—(5.14) we can apply Proposition 12.1 from Section 12, and this yields

Du € L(B; RV*") and u e W2 (B; RY). (6.5)
In turn, this implies that
ag (-, Du) = @ (-, |Dul) Du € W,o2 (B; RV*") . (6.6)

This follows for instance from the results in [27, Theorem 1.5], together with the
ex;l)rzession (chain rule) of Da. (-, Du). It is sufficient to check that a. (-, |Du|) €
Wioe (8B) and that the corresponding chain rule applies to Dy (a. (-, | Dul)), for every
s € {1, ..., n}. After extending t — a.(x, ) to R by even reflection, we apply [27,
Theorem 1.5] to the vector field B: B x R +— R" defined by (B(-)); = (a.(-)ds;).
For this, note that for every t € R, x > a.(x,t) € WL (B) (this is [27, Theorem
1.5, ()]), and that dya.(-) = 0dyae(-) is still Carathéodory regular; this follows
from the definitions (5.2)—(5.3) and by the fact that 0 F'is Carathéodory regular
by assumptions (this is [27, Theorem 1.5, (ii)]). The crucial point to apply the
results from [27] is that, as described in (5.6), the set of non-differentiable points
of the (extended) partial function ¢ +— a.(x,t) is contained in {—T¢, —¢, ¢, T}
for every x € B, and it is therefore a null set which is independent of x (this
is [27, Theorem 1.5, (iii)]). Finally, [27, Theorem 1.5, (iv)] is verified thanks to
(5.13)1 and (6.4),. Therefore, by (6.5), [27, Theorem 1.5] applies and (6.6) follows
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with the corresponding chain rule (see (6.8) and the related discussion a few lines
below). Note that we have used (6.5), that, together with (5.14)4, also implies
dx,ae (-, Du) € LT (£2; RV>*M),

Let us write, with abuse of notation (keep in mind 9d,a. (x, z) = 9., F¢(x, 2) is

not defined when |z| = ¢, T;)

b - . zf‘zf
(0za¢(x, 2));; = ae(x, [20)8ijup + 1o (lz]a (x, IZI)IZIW (6.7)
for z € RV>™\ {0}, and here we are denoting by 1, (-) the indicator function of the
set D := R\{e, T.}. We explain (6.7) as follows. Recalling that | Du| € WIL’CZ(SZ)
by (6.5)—(6.6), we have that

Dyglag (-, Du)] = 0y,a:(x, Du) + 9;a:(x, Du)D Dsu
= 0y,a¢(x, |Du|)Du + a.(x, | Du|)y, D Dsu
+15 (| Dul)ag(x, |Dul) Ds| Dul (6.8)

holds a.e.in B, for every s € {1, ..., n}. Here we are using Einstein’s convention
on repeated indexes and Iy, = (8;;d4p). Exactly as in the autonomous case,
the presence of 14 (|Du|) in (6.7)—(6.8) then accounts for the fact that the term
a,(x, |Dul) Ds|Du| is interpreted as zero at those points where D|Du| = 0, and in
particular, for a.e. x such that |Du(x)| € {e, T;}, i.e., where a (x, | Du(x)|) alone
does not make sense; see [27, Theorem 1.5]. Note that, in particular, from (6.7),
(5.13)1.2 and (5.15), it follows that

gre(x, [ZDIE S D.ac(x, 2)E - &, [0.a0(x, ) S g2e(x, 12, (6.9)

whenever |z| = T and & € RV*",

Similar arguments apply to G (-, | Dul), this time using directly [27, Corollary
1.7]. Indeed, change/extend g1 (-) on £2 x (00, T) as g1 ¢(x,t) := g1..(x, T) for
t < T (this is continuous as g , is continuous), and, in [27], take b: B x R — R”
defined as (b); = (g1,e(x,1)8;;); for every i € {1,...,n}, with w(-) = T,
u(-) = max{|Du|, T} € WLZ(B) N LS.(B) (here u(-) is the one from [27], and

not the solution considered in (6.1)). Finally, note that 9y, g1, € Li;.(B x R) by
(5.31). Then [27, Corollary 1.7] implies

Ge(,|Dul) € W22 (B) (6.10)
and
max{|Dul,T}
D;G(x, |Dul) =f Ox; 81,¢ (x, 1)t dt
T
+ g1, (x, | Dul) D; max{|Dul, T'}

holds a.e. in B. In particular, on {|Du| > T}, we have

[Du|
DiG¢(x, |Dul) = g1,¢(x, |Dul)| Du|D;| Dul +/ Ox; 81,6 (x, D)1 dt
T
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| Dul
= g1..(x, |Du|)ZZD Dsu® Dyu +f 3, 81.¢(x, 1) dt
a=1 s=1

(6.11)

foreveryi € {1, ..., n}, where we have also used that

D;|D |D | ZZD Dsu® Dsu® (6.12)

a=1 s=1

Note also that D; G (x, |Du|) = 0 a.e. on the complement of {|Du| > T}.

Lemma 6.1. For . = () e R"andz = (z¥) e RV, 1 <i<nand1 <o <
N, with |z| 2 T
Az
|z|2
> min {a (x, |z]). @ (x, |z]) + Lo (zDa, (x, lz)lz]} 1A
> g1.e(x, [ZDIAP (6.13)

ag (x, |ZDA - 2 + g (IzDag (x, IZI)IZIZ

holds for every x € £2.

Proof. Indeed, (6.13) is trivial by (5.15) if L1 (|z])a, (x, |z|) = 0 (note that (5.15)
holds when |z| = T too). Otherwise, we can estimate simply a.(x, |z|)|* - z%|* =
a.(x, |z[)|z%?||* for every o and then use (5.16);. O

6.1. Caccioppoli Inequality for Powers, When n > 2

Up to and including Section 6.3, we concentrate on the case n > 2, and we set

2* d—2
1 and 1"y =2 1" 472 (6.14)
d—2 2m n—2 d

m =

The main result here is

Proposition 6.2. Let u € WY (B; RN) be a solution to (6.1), under assumptions
set in (4.20) for n > 2, and replace (4.15)1 by

PRNEP S P
[ nod (6.15)

1 < s, <min12m(l+0+0), P 2}

Then, forevery p € [1, 00), there exists apositive radius R, = Ry(data, {(-), p) <
1 such that if r(B) < Ry and B. € B, are concentric balls contained in B, then

C
GG 1DuDlrsy € [1FC. DI, +1] (6.16)

holds with ¢ = c(data, ||h||Ld(@)) =1, Bp,0p = Bp,0p(n,d, o, a,p)>0.
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Needless to say, (6.15) is implied by (4.15); for s, = 1. The proof of Proposition
6.2 will take this and the subsequent Sects. 6.2-6.3; in the following, all the balls
considered but B, will be concentric with B, & B, from the statement. We recall
it is r(B) < 1; the size of R, will be chosen in due course of the proof. Observe
that all the foregoing computations, except those involving f, still work in the case
n = 2; this case will be treated in Section 6.7 below. To start with the proof of
Proposition 6.2, by (6.5)—(6.7) we pass to the differentiated form of system (6.1),
that is

n
Zf [8.a:(x, Du)DDyu - D¢ + 8y, as(x, Du) - Do + f - Dyp] dx =0,
s=1 B

(6.17)

which holds for all ¢ € W01’2((B; RM) with compact support in B, by density.
Indeed, note that the terms multiplying D¢ belong to L%OC(CB) and L7 (B); this

loc
follows from (5.13)3 and (6.5). We now consider concentric balls B C B; &

Br, C By;inparticularitis ¢ = 71 < 70 £ ¢ £ 1.In (6.17) we take ¢ = ¢, :=
n?[Ge(x, |Dul)*T' Dyu fors € {1,...,n}, wherex > Oand n € C!(B,) satisfies
]13rl <n< ]1312 and |Dn| < 1/(1p — t1). Note that (6.5) and (6.10) imply that

Qs € WOl ’2(@ : RM), has support contained in B, and, as such, it is admissible in
(6.17). It follows that

Do =n?[Ge(x, |Dul)1* ' DDsu
+ (€ + Dn’[Ge(x, |Du)]* Dsu ® DG (x, | Dul)
+ 2n[Ge(x, |Du|)]"+1Dsu ® Dn. (6.18)

By (6.5) and (6.10) it follows that ¢ € W(} ’2(@; RY) and it is therefore admissible
in (6.17). By the last identity we have

n
Z/ d;as(x, Du)yDDgu - Doy dx
s=1 B

n
= Z/ 1*(Ge(x, |Du)*t19.ae (x, Du)D Dyu - D Dyu dx
B
s=1

n
+ 4+ 1) Z/ n*[Ge(x, | Dul)]*0ac (x, Du)DDsu
s=1 B
- (Dsu ® DG¢(x, |Dul)) dx
n
+ 22/ n[Ge(x, | Du1 1 0ac (x, Du)yDDsu - (Dyu ® D) dx
B
s=1

= ).+, + ). (6.19)

Note that in the display above and in the following ones until (6.25), as G¢(x,t) =0
for t < T, all the integrals above actually extend only over B N {|Du| > T},
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therefore we can always use (6.11) when computing the derivatives of G. To
proceed, we have

6.9)
@M. = f@rﬁ[cs(x, |Du1“ g1 o (x, |Dul)|D*ul* dx =: 81 .

We temporarily shorten the notation as follows (recall (4.12);):

o « Gg(x, |Dul)
He(Du) = (k + 1)[Ge(x, |Dul)] _gl,g(x, Dul)”
T,(Du) = (c + Loy (|DuDIGe (x, | Duly < 221 PHDIDu]
gl,e(xv |Dul)

As all the integrals extend over {|Du| > T} by (4.6), it is g1 .(x, |[Du|) > O.
Recalling (6.7)—(6.12), we then re-write

an, = / nzc%’,((Du)DG,s(x, |Dul) - DG (x, |Dul)dx
B

N 2
e (DG¢(x, |Dul) - Du®)
# (D d
@/@n ! (Du) e x

[Du|
- / 0?3t (Du) / 8:81.6(x, D di - DG, (x| Dul) dx
B T

N |Dul
- Z/ n*#, (Du) (/ 0x81,e(x, )t dt - Du”‘)
a=1 B T

(DG¢(x, |Dul) - Du®)
|Dul?
=D, +dD ;o +dD ;3 +dD ;4. (6.20)

dx

‘We now observe that

(ID ;1 +dD ;»

v

(k + 1)/ n*[Ge(x, |DuDI¥|DGe(x, |Dul)* dx
®
=:&. (6.21)

Indeed, this follows from (6.13) with A = DG, and z = Du. Then we have, by
using (5.15), (5.29), (5.31) and (6.3),

LD
D) 2 3] + I 5 4] < e + 1)/ Ph(OIGe (r, | Dt $2e & 1D
@ 21.0(x, | Dul)

|Du| _ .
x (/ 9[Ge(x, ]+ dt) IDGe (x, |Dul)| dx
T
ek + 1>/%n2h<x>[cs<x, |DuD¥[Ge (x, IDuD)' T F9 DG (x, | Dul)| dx

< a5+ I [P0 PIG e IDUDIF G . DD P
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cle + DRIy g

&

B . 1/m
x ( f@ nz'”lcg(x,|Du|)J’"chg(x,|Du|)J2'"“+"+”>dx) :

where ¢ = c¢(n, N, v, y, ¢p), and arbitrary & € (0, 1). Note that in last two lines we
have used Young and Holder’s inequalities. Similarly to (6.20), we also have

Ge(x, |Du)#, (D
(m)z=z/ NG, IDUDT (D) b
B

Kk+1

(k + 1)|Dul?

G:(x, |Du)#, (D [Du|
_ 2/@ nGe(x |K :‘_Dl «(Du) (/ dxgle(x, D)t dr - Dn> dx
T

_Zi/ nGe(x. | Dul)#, (Du)
P (k + 1)|Dul?

N
Du|)#t. (D
p2y [ MO IDUDIAPY (G, (v, 1 Dul) - D) (DU - Dy s
a=1"3

|Dul|
X (/ Oxg1.6(x, D)t dt - Dua> (Du® - Dn)dx
T
=: (), + D) ;. » + D ;3 + () ; 4.

Using (5.15), (5.29), (6.3) and Young’s inequality again, we have, for every & €
©, 1),

|0 1| + [0, 5|

,|D
gc/ NG (e, | Du 82 NPED, D D) dx
; ¢1o(r, | Dul)

= C/@n[Gs(x, |DupI G (x, [DuD]’|DGe(x, | Dul)|| Dyl dx

. c -
s+ —S / DPIG (x, | DU [Ge (x. | Dul ) dx
ek+1) Jg

C
o
2t ST D

A

1/m
( / | D" [Ge (. | Dup "™ (G (x, | Dul) P dx)
B

(recall that G, 2 1) and, now also using (5.31), we get

| ;3] + (AT 4

<c /ﬁ ph()[Ge (6, | DUl Ge (x, | Dul)] o+ | D) dx
<c / PLGe(x. | Dul) ] dx
B

te / AP IDnP[Ge (x, |DuDT[Ge(x, | Dul) PO dx
B
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< ¢ [ 1G (e IDuDIIG G, DUDPIFT ) d
B

B R 1/m
+cllhllZa g, ( /@ DI [Ge (x, | DuDT™ [Ge (x, | Duly P10 +) dx)
< (130 +1)

R 1/m
x ( /B (17" + 1 DnP™) (G (x, [IDuD]™ G (x, | Dul)PmHo+0) dx) ,
(6.22)

with ¢ = ¢(n, N, v, y, cp). Now we look at the second group of terms stemming
from (6.17) to get

n
Z/ Oy, as(x, Du) - Dgs dx
s=1 B

n
©.18) Z/ (G (x, | DUl 9, ac (x, Du) - DDsudx
B
s=1
n
0+ 1) Zf (G (x, | DUl 0y, e (x, Du) - (Dyu @ DG (x, | Dul)) dx
s=1 B

n
+ ZZ/@ 1[G (x, | Dul)1* '8y, ac (x, Du) - (Dsu ® Dn) dx
s=1

=: (D), + D), + ), .

From (5.13)3,(5.37),, Holder and Young inequalities, we obtain, for arbitrary € €
0, 1),

I(D),] < C/@nzh(x)[Ge(x, |Du) 1 g3 (x, | Dul)| D*u| dx

i1 [83.6(x, [ Dul)T?
g1.¢(x, |Dul)

[IA

-0 ¢ 2 2
RS +:/ N [h()]7[Ge(x, | Dul)]
& Jap

A

1/m
_ c _
B8+ 2l Lag ( / "Gy (x, | DuD]"™[Ge (x, | Du ") dx) :
B
where ¢ = c¢(n, N, v, y, cp). This time using (5.37); we get

D | =c(k +1) /@ N*h()[Ge(x, |Dul)]* g3 ¢ (x, | Dul)| Dul| DG (x, | Dul)| dx

[IA

1
ESy + % /B 1 h()P[Ge (x, | Dul)¥[g3.6 (x, | Dul)1*| Dul* dx

_,  ck+1D
S8+ —— Il

_ 1/m
x ( /@ nz'"[Gg(x,|Du|)]’"“[Gg(x,|Du|>]2'"<‘+”>dx> ,
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with ¢ = c¢(n, N, v, y, ¢p). Again, (5.37)1, Young and Holder inequalities, as in
(6.22), give

(), | < ¢ /@ nh(0)[Ge(x, | Du)]* g3 (x| Dul)| Du|| Dy dx
gc/@nz[Gg(x, |Du)}** dx
+cf%|Dn|2[h(x)]2[Gg<x, |Dul)][g3.6 (x, | Du))*| Du| dx
<c (10120 +1)

1/m
X ( /@ ™™ 4 | DPP™)[Ge (x, | Du)I™ [Ge(x, | Dul)P" 1+ dx) ,
(6.23)

wherec = c(n, N, v, y, cp). Finally, we examine the contributions to (6.17) coming
from the terms featuring f:

Z/ £ - Dy dx 1Y Z[ PG, (x, DU (f - DyDyu) dx
s=1 B s=1 B
+ e+ 1) Z/ WG (v, |Dul T DyGe(x., | Dul)(f - Do) dx
s=1 B

+ 22/ NGe(x. | DU Dyn(f - Dyu) dx
s=1 B

= (D + D, + (1D
Here recall that n > 2. Using (5.19),, Holder and Young inequalities we get
M| éc/@nz[c;goc, DUl | f11 D%l dx
_, ¢ _
&S+ gf n*[Ge(x, | DuDI| f1P[g1,6 (x, [DuD] ™' Ge(x, | Dul) dx

B

. -
<s +§f%n2|f|2[Gs(x, DuDIIGox, | DU dix

2/2*
_ c * * - *
SES1+ v (/@ > [Ge(x, | Dul)1**/*[G, (x, | Du))? dx) :
with ¢ = ¢(n, N, v, y) and 2* is as in (2.2). Moreover, by (5.19);, we get
[AT) ¢| S ek + 1)/53772[68()6’ [DuDI*| flIDGe(x, |Dul)|| Du| dx

§é&+@/ 1 fP[Ge(x, IDuDI[Ge(x, | Dul)]*’Y dx
B
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e + DI Nn
£

SES +
* * - * 2/2*
x (/@ n* [Ge(x, |IDul)1* “*[G,(x, | Dul)T? dx) :
for ¢ = c¢(n, N, v, y). Finally, again from (5.19); we deduce that
| £ | = C/@W[Ga(x, |DuD) 1t £11Dnl| Dul dx
< c/ |DyPIGe (x. | Dul) I dx
B
c @n | fI7[Ge(x, |DuD]*[Ge(x, [Dul)] x
_ 1/m
<c ( / |Dn*™[Ge(x, | Du ™ [Ge(x, | Dul)]*" dx)
B

B . 2/2*
+ el fn <[B N> [Ge(x, [DuD*“*[G(x, | Dul))? dx)
(6.24)

wherec = c(n, N, v, y). Inthe previous three displays, we also used that, by (5.11)2
itis Go(-) > 1 forall (x, 1) € £2 x [0, 00), thus, for instance [G(-)]"/" < G.().

Merging the content of displays from (6.19) to (6.24), with (6.17), choosing
& > 0 small enough (in order to reabsorb terms in the usual way), we get, after a
few standard manipulations, and again using that G.() =1,

S1+82 = cle+ 1) (1010 +1)

_ R 1/m
x ( /@ (™ + |Dn*™)[Ge (x, |DuD™[Ge (x, | Dul)}?" 1o+ dx)

. B . 2/2*
+ el + DI (/@ > [Ge(x, [DuD* (G (x, | Du))* dx
(6.25)
with ¢ = c¢(n, N, v, y, cp). Now we note that, by (5.11); it follows
Ge(x, 1) < Ge(x, 1) < (T* 4+ 1) [Ge(x, 1) + 11, (6.26)

for all (x,t) € £ x [0, 00), therefore, recalling (6.21), estimate (6.25) can be
rearranged as

/ 1*[Ge(x, |Du €| DG (x, | Dul)* dx
B

< c (1130 +1)
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R 1/m
x ( [@ G + D0 [ G (x, | Dup " <227428) 4] dx)

. 2/2*
* P
+ el f I (fB 7 [1Ge(x 1DuDI T2 4 1] dx) ,

where ¢ = c¢(n, N,v,y, T, cp) and every number k = 0. Note that this is the
first time a dependence of the constants on 7 appears, via (6.26); no blow-up
occurs when T — 0, compare with Remark 5. Sobolev-Poincaré inequality and
the previous display give

. . 2/2*
(/ n* [[Gg(x,lDul)]T(“+2)+1] dx)
B

* P 2% 2/2*
= (/ 0’ [[Ge(x,IDul)]f“H] dx>
®B

< C/ IDOI(Ge (x, | Dul)]= ™ + 1)) dx
®B
2 2
< e+ D2 (110 + 1)
R 1/m
x ( / (2" + 100" [[Gex, [ Dup 2027420 4 dx)
B
. J 2/2%
ek + D21 f I ( [ [16e 1puprF 2 1] dx) ,
®B
(6.27)
with ¢, cap = ¢, cap(n, N, v, ¥, T, cp). We now determine the radius R, such that
r(B) < R, asin the statement of Proposition 6.2. Specifically, we fix k = 0and, us-
ing the absolute continuity of the integral, determine R, = R.(n, N, v, y, T, cp, f(-),
i) € (0, 1), such that

6.1)
@+ D2 flling S can@ + D70 < 1/2. (6.28)

With (6.28) now being in force, for all k < i estimate (6.27) becomes

. . 2/2*
<f n* [[Gs(x,lDul)]T(““)Jrl] dx>
B

< e+ D (110 + 1)

R 1/m
x ( f@ O + D02 [Ge (x, | DupP" < 2427429) 41| dx)

(6.29)

forc=c(n, N,v,y, T, cp).
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6.2. Moser’s Iteration in Finite Steps
With 1 £ i € N, we inductively define the exponents

k1 : =0, kip1:=xk;+2)—2(04+0+6), si:=m +2+20+25).
(6.30)

Note that s./n — s./d < x — 1 if and only if s, < 2n/(n — 2), and therefore the
second condition in (6.15) implies, again together with the first one, that
o+ <> 2 1. 6.31)
n d
This, in turn, implies that {«;} and {s;} are increasing sequences; moreover, it holds
that

i—1
kit =2x =20 +6)Y xI =2 fori=1

j=0
i—1

sit1 =2mx" —2m(o +6)ij fori 22 and s, =2my = 2*.

j=I
Note that this implies
2 nii +2) ,
Sit1 = ?F’Q‘ +2) = an = kit1 = sip1 = 2my! 6.32)
kiv1 =2x".
Again (6.31) implies, fori = 1,
) 5)(1 — 1—i . A
siv1 =2my' 1_(a+o)( x ) > 2my’ 1—G+G
x—1 x—1
= lim s;4] = 00, (6.33)
1—> 00

so that from the first relation in (6.32) it also follows that x; — o0. For 0 <
¢ < 11 < 12 < 0, we consider a sequence {By,} of shrinking, concentric balls,
By, @ By, +1 € By, € By,, where ¢; := 11 + (12 — r1)2_i+1. Note that {p;} is a
decreasing sequence with 0| = 1 and 0; — 11, therefore it is ();cy Bo; = Br,
and B,, = Bq,. Accordingly, we fix corresponding cut-off fqnctions {ni} Cc C Cl (B)
with g, ~<mn; <1p, and |Dn;| < 1/(0i — 0i+1) ~ 2'/(r2 — 71). Choosing
n = n; in (6.29), elementary manipulations also based on (6.30) and (6.32) give
that

(/.

_ (cllhllgagy + )™ 27 i + 1)
- (2 — )"

1/x
[[Ge(x, [DuDY™! +1] dx)

/ [[Ge(x, [DuD) +1] dx (6.34)

By,
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holds whenever x; < k andi = 1, with ¢ = c(n, N, v, y, T, c). Finally, we set
cn = (cllhllpa(g) + ¢)* and

o,

so that (6.34) (recall that 2* = 2m x by (6.14)) becomes

2% 2 Sitl 1 XSi
2% i + D2 2
G < [— G

(n— )%

1/s;
[[Ge(x, [Du] + 1] dX) ,

i

Iterating the above inequality yields that
i

en 22 =) (4 +1 2% Yz+1 X
Giv1 < l_[ |: h (kizj+ 1) G, holds provided x; < k.

. (1 — )%
j=0
(6.35)
Now, from (6.33) we deduce that
i+1 -1
X x(x—1 (6.36)

siq1 2m(x—1—0—6)
The function 7 > 1/x" is decreasing on [1/log x, 00) and using this fact one sees
that

[ee)
Cc

<
(10gx)2 T (x—-D*

J < (6.37)
X/

j=1
We then write

ﬁ |:Ch22*(’_j)(’(i—j + 1)2 i|5i+1

(r — )%

J=0

i—1 i—1
ch 1 4 . 2*log2 R
= exp { log (W).—ZX’+ —= > (i —px’

S S
i+1 =0 i+1 =0

o i—1

) .
+ E x’log(ki—j+1) ¢,
Si+1 =0

and note that, for every integer i = 1, we have
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and
2*log2 i1 (6.32),(6.36) i—1 i—j(6-37)
TZX”%(M—;“*‘U = CZ - = ¢
i+1 =0 =0 X

where ¢ = c¢(n,d, 0,6) in all cases. Using the content of the last three displays
yields

x/
1

j=0 (2 —)* (o —n)f ’ '

A

where ¢ = c(data, ||kl ¢@) = 1 and B = B(n,d,0,6) = 1. Note that such
constants blow-up when x — 1+ o + 6 in particular, this happens when d — n.
Using (6.38) in (6.35), and keeping (6.36) in mind, yields

sy

¢ ¢
G N DM 5 < C?' < Si+1
1GeCs [Dulllpsivi s,y < Git1 = (rz—n)ﬂgl

x's

[IIGS(-, DUDI i, + 1} . (639)

< -
T (n—1)f

with ¢ = c(data, ||h|lpig) and B = B(n,d, o, 6), for every i € N such that
Ki é K.

6.3. Sobolev Regularity

By (6.15) we have 1 < s, < 51 = 2m(l + o + &) so that, for every integer
index i = 1, we consider the interpolation inequality

Mit1 I=Ait1
IGeC, [DuDlizsi 8,y < 1Ge(:s IDMI)IILX,-H(BTZ)IIGS(-, IDMI)IILX*(B,Z) ,
(6.40)
with A;41 being defined by
1 1—A; Ai sit1(sp —s
1 it Rl hist = i+1(51 — 5%) _ 6.41)
1 Si Sit1 S1(Si41 — 8%)

Let us show that, thanks to (6.15), there exist 9 = §(n, d,o,0) <landi; € N
such that

Aiv1x' -
P> i = JHX <5 (6.42)
Si+1
Indeed, for this it is sufficient to observe that
C hipix'st 641 . x'(s1 — s
lim ———— =" lim ————

=00 Siq] i—>00  Siy] — Sx
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x —12m(14+0 +37) —s4 (6. 15)
2m x—1—0c—-0

=1, =

Note that the last inequality is actually equivalent to (6.15) and that (6.15) is in
fact implied by (4.15) for s, = 1. Now, we consider the number p > 1 for the
statement of Proposition 6.2, and determine another index k = k(p) > i such that
sg+1 = p; accordingly, we consider the number ;. related to si via (6.32). We now
choose the number k = k(p) in (6.28) as k := ki, and accordingly we determine
R, = R.(p) via (6.28). It follows that (6.39) holds in the case i = k and therefore
we can plug (6.40) in it, thereby obtaining

1GeC. 1 Du) w1 s, )
k

c M1 251 A= prks
< — |G . Du S5k+1 G Du . sk+1
= o — o G DD o 1Ge (o IDUDN v 5
C
t———" (6.43)
(12 —11)P

On the other hand, as k > iy, then (6.42) holds with i = k; we can therefore apply
Young inequality in (6.43); this yields

1Ge (s [Dulll s,y = 2||G eC [DuD s (g,,)
c
ey 166 DI,y + 1],
where
1—2x k+1
from B g e LT MeDX : (6.44)

Sk+1 — A1 xKsi Sk1 — M1 xKs

Lemma 3.2 with the choice Z(¢) = ||G¢ (-, |Dul)|Lse+1p,) finally yields

C Ok
< o oy L1Ge DD IS gy 1]

with ¢ = c(data, ||hl[La(g))- This last inequality holds provided the bound in
(6.15) holds. All in all, recalling (5.18),, (6.26) and that p < s;1 1, completes the
proof of Proposition 6.2 with 8, := Bi(p), 0p = Qk(p) We remark that in (6.16)
the exponents 6,,, B, can be replaced by exponents B.0=8,0(n,d,o, &) that are
independent of p. For this, observe that

1GeC. [Dubll s+ 8,y <

<644> 8.5 6.41) .
P Py o (6.45)
6. 0 644 s, —4a. '
kUp = Grmso0T) T

when k, p — oo. The only dependence on p in (6.16) comes through the threshold
radius R;itis R.(p) — O as p — oo unless f = 0.

Remark 8. In the proof of Proposition 6.2, assume that g2 /g2 < cp asin (5.30),
and that o = & (compare with the assumptions of Theorem 4. 4) It is then easy
to see that o + 6 can be replaced by &, everywhere, starting from (6.29). This
finally reflects in the same replacement in (6.15); in particular, we can assume
0 < Sy/n —s4/d.
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6.4. A Lipschitz Bound in the Homogeneous Case f =0

The above reasoning, eventually culminating in Proposition 6.2, immediately
leads to a priori Lipschitz estimates when f = 0. The result, when combined with
the approximation of Section 7 below, extends those in [61,62,64] to the case of
nonautonomous functionals with superlinear growth as in (1.1). For this, the key
observation is that it is not any longer necessary to consider balls with small radii
R, as in (6.28), as the last term in (6.27) does not appear. Therefore we can take
everywhere, and in particular in (6.16), R, = 1, independently of the value of p.
It follows we can let p — oo in (6.16), and recalling (6.45) we conclude with

Proposition 6.3. Let u € W7 (B; RY) be a solution to (6.1), under assumptions
set in (4.20) for n 2 2 and with f = 0. Moreover; replace (4.15) by the weaker
o+6 < 1/n—1/d. If Bc € B, are concentric balls contained in B, then

¢ g
1G: . 1DuD sy < ——— [1F: DI, 5, +1]
holds with ¢ = c(data, ||h| pag)) 2 1, B.0=p8,0(n,d o &) >0.

Notice that here we are using Proposition 6.2 with the choice s, = 1. Note also that
Proposition 6.2 refers to the case n > 2. The remaining two dimensional case can
be obtained via minor modifications to the proof of Proposition 6.2, by choosing
2*/2 large enough (see 2.2) in order to get x > 1 in (6.14). Anyway, the two
dimensional case n = 2 will be treated in Section 6.7 directly for the general case
f # 0. In that situation the proof cannot be readapted from the one of Proposition
6.2 as for Proposition 6.3.

6.5. Caccioppoli Inequality on Level Sets

This is in the following:
Lemma 6.4. (Caccioppoli inequality) Lezu € WY (B; RN) be a solution to (6.1),
under assumptions set in (4.20) for n 2 2, and let B, (x9) € B be a ball. Then

/ |D(Ge(x, |Dul) — )4 |* dx
By /2(x0)

C A Yo
= V_ZHGE(.’ |Du|)”L°°(B,(xO))/;g(

r (X0

(Ge(x, | Dul) — k)2 dx
)
+C/ [h()P[Ge(x, |Du)PIH+9) gy
Br(XO)
+C||Du||%oc(3r(x0))/ | f1?> dx (6.46)

7 (X0)

holds whenever k 2 0, with ¢ = c(data) and & = ¥ (y) is as in (4.15).
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Proof. For s € {1,...,n}, we take ¢; := n>(G¢(x, |Du|) — k)4 Dsu in (6.17),
where 7 € CL(B,(x0)) satisfies 1, ,(x) < 1 < 13,(xp) and |Dy| < 1/r. Admis-
sibility of ¢y follows by (6.5) and (6.10). Note that all the integrals stemming from
(6.17) extend over B* := B N {G¢(-, |Dul) > «}; in particular, by the very defini-
tion of G, we can always restrict to the case itis |[Du| > T and g1 ¢(-, |Du|) > 0
(recall 4.6). We start expanding the terms resulting from (6.17)

n

Z/ d;a¢(x, Du)D Dsu - Dos dx
@K

s=1

n
Z/ nz(Gg(x, |Du|) — k)40;a:(x, Du)DDsu - DDsu dx
@K
s=1
n
+ Z/ n*d.a.(x, Du)DDyu - [ Dyu ® D(Gy(x, |Dul) — )] dx
Q;K
s=1

n
+ 22/ n(Ge(x, |Dul) — k)+0.a:(x, |Dul)DDsu - Dsu @ Dndx
@K
s=1

2AV), + (V) + (VD). (6.47)

Moreover, it is

n
Z/ Ox,ac(x, Du) - Dog dx
s=1 B~

n
= Z/ n*(Ge(x, | Dul) — k)1 dy,ac (x, Du) - DDgu dx
s=1 B~
n
+ Z/ %3y, ae (x, Du) - (Dsu ® D(G4(x, |Dul) — «)4) dx
%)K
s=1

n
+23 [ 0(Gete 1Dul) = 00285005 Dw) - (D@ D dix
s=1 B«

=:(IV), + (V), + (V]), . (6.48)
By (6.9) we have
), = /@ (G, 1Dul) = k) 4816 (x, |Dul) | Dul? dx =: S5 (6.49)
and for later use we also define
Sy = / n?|D(Ge(x, |Dul) — k)1 |* dx . (6.50)
We then consider two different cases.

Case 1:' 1 < y < 2in (4.4), and therefore it is ¥ = 2. We proceed estimating
the terms (V), and (VI),. The estimate for the term (V) is similar to the one for
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(I); in (6.20), see in particular those for the terms (II), 3 and (II), 4; indeed, again
using (5.15), (5.29), (5.31), (6.3) and (6.13), we have

V), 2 84— 6/ Ph()[Ge(x, )17 | D(Ge (x, | Dul) — k)4 | dx

_(BI(

v
N | —

Sy—c f () PIG. Cx, [ DU P+ dx
B (x0)

with ¢ = c(n, N, v, y, cp). Using (6.7)—(6.12), we then have

ag(x, |Dul)
VD , = 2/ N(Ge(x, |Dul) — k) ——————-DG.(x, |Dul) - Dndx
B 81,(x, [Dul)

dg(x, |Du|)| Dul
g1,(x, |Dul)| Dul?

N
+22fﬁ g (|1 Dul)(Ge (x., | Dul) — k)
a=1 B
x (DG¢(x, |Du|) - Du®*)(Du® - Dn)dx

—2/ (Ge(x. |Dul) — i), Le 12D
p " 816 (x. | Dul)

[Du|
X <f 0x81.6(x, )t dt - Dn) dx
T

N =/
a.(x, |Du|)|Du
—2> | nlp(Du)(Ge(x, |Dul) — k)1 o, | Dub) 1 Dul
a=1 B~

g1,e(x, |Dul)| Dul?

[Dul
X <f O g1.e(x, )t dt - Du"’) (Du® - Dn)dx .
T

Using (5.29), (5.31), (6.3)—(6.4), and Young inequality, we have

1 c = 5
(VD] £ 28+ 511G lDul)llL%ow,(xo»fB(

'

(Ge(x. |Dul) — k)7 dx
0)
+c / [R(O)P[Ge(x, |Du P+ dx (6.51)
B (x0)

wherec = c(n, N, v, y, cp). Gathering the content of displays from (6.47) to (6.51),
and using them in (6.17), some further elementary estimations we have
34 S84 = V)] + cl(V)i | + ¢l (VD]

c -
+ 5 1GeC |Du|)||i§o(3,(m))/ (Ge(x. [Dul) — )2 dx
By (x0)

r (X0

+ C/ [h(O) G (x, | Du) P9 gx
By (x0)

n
—i—cZ/@ |f - Dyos| dx (6.52)
s=1 i

where 9 =2 and c = c(n, N, v, y, ¢p).
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Case 2: y 2 2 in (4.4), and therefore it is ¥ = 1. In this case we use that
the function 7 > a.(-, t) is non-decreasing, so that a,(-) is non-negative (when it
exists). We note that

V) + VD,

n
e2b Zf 1281,6.(x, | Dul)| Duld.a; (x, Du)DDgu - Dyu ® D|Dul dx
CBK
s=1

n
+ 22/ 1(Ge(x, |Dul) — k)4+0,a,(x, Du)DDgu - Dyu @ Dndx
s=1 B«

n |Du|
+ Z nzazag(x, Du)DDsu - Dsu ® 0x81,e(x, )t dt dx
=1 Bx T

=MV g+VDh, +(V) ;2. (6.53)
In turn, we have
6.7 2 . 2 2
V)1 = ; n~81.e(x, [Dul)ag(x, |[Dul)|D|Dul|”| Du|” dx

N
+ Z/ n*g1.e(x. | Dul) 1y (| Dula, (x, | Dul)| Dul
CBK
a=1

x (D|Du| - Du®)? dx

S.15).a,(H=0
> /@ n*[g1,¢(x, |Dul)| Du|]*| D| Dul|* dx . (6.54)

For (VI),, keeping in mind the identity in the last display, we again use (6.7) and
a,(-) 2 0 to estimate via Young inequality as follows:

4I(VD | = 8/@ 1(Ge(x, |Dul) — k) +ae(x, [Dul)| Du||D|Du| - Dn|dx

N
83 [ (Gt 1Du — 001 (DD G5, 1Dl
a=1 B~

x|(D|Du| - Du®)(Du® - Dn)| dx

G.(x, |Du|) — k)2
(Ge e, IDUD Z K5 2o\ Duly Dl dix
B g1.¢(x, | Dul)

N 2
(Ge(x, | Dul) — k)2 .
+c f 1oy (| Dua(x, | Dul)
; B g1.¢(x, |Dul) ¢
(Du® - Dn)?
|Dul

c -
S V) ot GG DU gy [ (Getx,1Du =7, d
r B, (x0)

.

S(V),1+c

dx
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As for (V), », by letting

|Dul 6.3D _ R
0= [ dsretnrdi = 191 ch@IG.(x, 1Du) L (659)
T
we have, again using that &g ) =0,

6.7)
4(V) .ol = 4/@ n%ae(x, |Dul)|Du| |D|Dul - 9| dx

N
+4Y [ P 1a0Duba e 1Dup
a=1 B

x |(D|Du| - Du®)(Du® - 9)| dx

(654 25 (x. Db + & (x. IDuDD
< (V)z,1+c/ wlas (v, |Dul) + @ (x, 1Dul)|Dull oo
By (x0) 81.6(x, |Dul)

(516)2 x.|Du
< (V)z,1+0/ 82,¢(x, |Dul) 9P dx
B, (xo) &1,e(x, |[Dul)

(5.29),<(6.55) 5 b 2(146)
S V)1+ec [A(xX)]°[Ge(x, | Dul)] dx.
By (x0)

(6.56)
On the other hand, we have

©1h 2 2 2 2
Sio 5 ¢ [ o (ot DuDIDUIPIDIDUIP +19F) dx
CBK

6.55) ) , )
< c/@ i (Ig1.Cc, [ Dub)|Dul 1P| DI Dul|

R PG (x, |Du|)]2(1+&)) dx

6.54

( < ) c(V) .1 +e / () P[Ge(x, | DuP 1T dx . (6.57)
By (x0)

Assembling the content of displays from (6.53) to (6.57) and using it in (6.17), we

again conclude with (6.52), but this time with ¥ = 1. We proceed estimating the

x-terms coming from (6.52) (these have been defined in (6.48)), using (5.13)3 4,

(5.37) as follows:

_ _ C -
IAV) (| + (V) | < ES3+ 884 + :/ n*h(O)P[Ge (x, | Du) M dx
Br(-xO)
6.3 . 5
(VD = = (Ge(x, |Dul) — k)3 dx
= J By (x0)

+ Cf [h()P[Ge (x, |Du) P+ dx ,
By (x0)
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with ¢ = c(data) and arbitrary € € (0, 1). Finally, the estimate of the terms
involving f can be done by using Young inequality and (5.27) as follows:

n

— _ C
2/ If-Dswsldxéeé’3+8cS’4+g/ |Dn|*(Ge(x. |Dul) — k)3 dx
s=1 B B

+

5/ nz[(Ge(x,lDul)—K)
€ Jopr g1.e(x, |Dul)

_ _ C
<ES3+ESy+ —2/ (Ge(x, |Dul) — 1) dx
Er RBK

= +|Du|2} | f1? dx

¢ 2 20 £12
+§”Du”L°°(B,O(x0)) /(BKH [f1°dx, (6.58)

for ¢ = c(data) and arbitrary & € (0, 1). Collecting the estimates in the last three
displays to (6.52), recalling that recalling that G.(-) = 1, and selecting ¢ > 0
sufficiently small in order to reabsorb terms, we complete the proof of Lemma 6.4.
O

6.6. Nonlinear Iterations

In this section we finally derive pointwise gradient bounds. This goes via Lemma
6.5 and Proposition 6.6 below.

Lemma 6.5. Letu € W7 (B; RN) be a solution to (6.1), under assumptions set
in (4.20) for n > 2. If By, (x0) € B is a ball such that x¢ is a Lebesgue point of
|Du|, then

Ge(x0, | Du(xo)|)

172
= o /4
< i+ clGoC IDUDIT oo (f (Ge(x, |Dul) — )2 dx)
Bry (x0)

- )90/
+ellGe . IDUD i o,
X [P?(XO, 2rp) + ||D’/‘||L°°(B,-0(xo))P{(x07 2r0)] (6.59)

holds for all k > 0, with ¢ = c(data), where 0 = 9 (y) is as in (4.15), and
h(x) := h(x)[Ge(x, | Dul)]' 7+ . (6.60)

Proof. Note that we can assume that | Du(xg)| > T, otherwise (6.59) is trivial by
the very definition of G; this obviously implies || Dul|p (B, (xy)) > T . Let us first
note that xg is also a Lebesgue point of x — G (x, |Du(x)|) and it is

lim Ge(x, |[Du(x)]) dx = G¢(xo, | Du(xo)l) , (6.61)
r—0 By (x0)

i.e., the right-hand side denotes the precise representative of G (-, | Du(-)|) at the
point x¢. Indeed, note that

r—0

Jim sup][ |G (x, | Du(x)) — Ge(xo, | Du(x0)])| dx
Br(x())



Lipschitz Bounds and Nonautonomous Integrals 1023

§limsup][ |Ge(x, [Du(x)]) — Ge(xo, | Du(x)])| dx
B (x0)

r—0

+limsup][( |G (x0, |Du(x)|) — Ge(xo, [Du(xo))|dx
By (x0)

r—0
=: limsup C1(r) + lim sup C(7) . (6.62)
r—0 r—0

As xp is a Lebesgue point for Du, t — G.(xg, t) is locally Lipschitz-regular, and
Du is locally bounded, we have

lim C2(r) < lim [|Du(x)| — |Du(xo)||dx = 0. (6.63)
r— r

% JBy(x0)

As for the term Cj (-), we have, also using Fubini’s
max{|Du(x)|,T}
C1(r) é][ / lg1,6(x, 5) — g1,6(x0, 5)|s ds dx
By (x0) JT

| Dull 00 (B, (xo))
</ | oot - gretro.s)ldxsds
T By (x0)

S 1DulF oo s, (x0)) sup ][ 1g1,6(x, 8) — g1,6(x0, 5)| dx.
SE[T. | Dull oo (B, (xg))] ¥ Br (x0)

Recall that g1 () is assumed to be continuous on §2 x (0, o). By the definition
in (5.7), this implies that also g; . is continuous and therefore it is uniformly
continuous on B, (xo) x [T, | Dullr(B,(xy))]- This and the content of the last
display it is sufficient to infer that C;(r) — 0 as r — 0. This fact, together

with (6.62)—(6.63), yields (6.61). Thanks to (6.46) we can verify (3.3) with the

choices v() = G DU, fi = b, fo = f, My = [1GeC IDuDIIZ s

M> =1and M3 = ||DM||LOO(BrO (xo))- Applying Lemma 3.1, inequality (3.4) yields
(6.59). m|

Proposition 6.6. Let u € WL (B: RN be a solution to (6.1), under assumptions
set in (4.20) for n > 2. There exists a positive radius R, = Ry(data, f(-)) £ 1
such that if r(B) < Ry and B¢ € B, are concentric balls contained in B, then

[E (| Dutll e 51 + G, [ Dul) (s,
c . \
S (1 DG+ 1 Wy +1] 664
holds with ¢ = c(data, ||hllag)) = 1 and B,0 = B,6(n,d,y,0,6) > 0.

Proof. We take numbers t, p = 1, p(n, d, o, &) such that

(I+o0+6)n+1)d

O<t<d—-n and p:= 7
—n—rt

(6.65)
where d > n is the exponent from (4.15), and fix R, = R.(data, f(-)) > 0 as
the radius from Proposition 6.2, so that (6.16) holds such p. With B. € B, being
the balls considered in the statement, with no loss of generality we can assume
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that || Dul[L~B,) = > T otherwise the assertion in (6.64) is trivial by choosing ¢
large enough. Let 91 := ¢ + (¢ — ¢)/2 and consider concentric balls B, € By, @
By, @ B, € B,, apoint xo € By, which is a Lebesgue point for |Du|, and
ro = (2 — 11)/8, so that By,,(xo) € Bg,. Needless to say, a.e. point in By,
qualifies. By (6.26) we find that

1G e IDUD L5y aon < (T2 + D2 [1GeC, IDuDlleay) + 1] (6.66)
This and (5.19); imply that
1
| Dullz(s,,) < cllGe (-, [Dull 2y +ec (6.67)

for ¢ = ¢(v, y, T'). We then apply (6.59) on B (xp), and also using (6.66)—(6.67)
and Holder inequality (by (6.65) itis p = 2), we obtain

G (x0, | Du(xo)|)
< Cro—n/p [”(;5(., |Du|)||’zlz°(7(gfz) + 1] G DD e g oo
+c [||Gg(-, |D”|)”(Ln;(2;i(;/4 + 1]
x [P?(xo, 210) + [ Dull (5. P (o, 2’0)] ’ oo

with ¢ = c(data). With (6.16) (where we take & = rg and o = 2r() we further
bound

1G e 1DUDLr sy o = ey [IFeC DI, + 1]

for ¢ = c(data, |||l a(g))- Using also (6.67) in (6.68), recalling that xo € By, is
a arbitrary Lebesgue point for | Du|, we obtain

1GeC, [DuDllzoe(s,,)

c Yo /4 |: :I
< - . n
S ey 16 PN |17 Du)l[f ) +1
2)0o/4
+ el Ge e DU (g IPY (o (72 = 1) /) 1, )

—-2)%0/4+1
+cllGe (- IDuD gy IR, (22 = 1) s

oy VG D g 1]
+clIPY (- (2 = T) /D) |18, + €lP] ¢ (22 — 7) /D) |28, . (6.69)
where ¢ = c(data, |||z g))- Now, observe that (4.15) implies
nov/4 <1 and (n—2)o/4<1-1/y, (6.70)

therefore we can apply Young’s inequality in (6.69) to end up with

G (., IDubllL>(s,,) = —IIG G, |Dul)llLe(B.,)
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+ - [IFeC DI 1]
(12 — 11)P+ L' (Bp)
+clIPY (. (22 = T /D) e,
+clIP{ ¢ (22 = ) /Dl g, )+ (6D

where ¢ = c(data, [|hllpag) where it is By, 0 = By, 0x(n, d, y,0,0) > 0.
Inequality (6.71) allows to apply Lemma 3.2 with the obvious choice Z(f) :=
|Ge(-, |DM|)||L°°(B,), and this leads to

C
IGeC 1DuDlei) € =5 [17.¢. DI +1]

+ P (. (@ = ) /D s,
+clP{ ¢ (@ = )/ )fip,, ¢ (672

for ¢ = c(data, ||hllLa(g))- By using (3.1)1, we infer that

||P{(', (@ =) /ML, =l flLm 1)y -

Moreover, with g2 := 01 + (0 — ¢)/4; also using (6.65) and Holder inequality
yields (recall that s, = 1)

b 3.1y,
IPYC (0 — )/ Do,y = cllbllLm sy,

(3.2)

(O8]
[\®]

(Yl e (B,,)

=
6.60)
<

cllillacp, I1Ge G IDUDI )

0,(14+0+5)
6.16) il [IF: DI, T +1]

s

(6.73)

where ¢ = c(data, |||l pa(z)). We have applied Proposition 6.2 with the choice
s« = 1, so that (6.15) is verified by the assumption (4.15);. Inserting the above
two estimates in (6.72) and recalling also (5.11) and (5.19);, we finally end up
with (6.64), where B := max{Bs, Bp0:(1+0 + 0)} and 0 := max{0,, 0,0+(1+0
+0)}. O

6.7. The Casen =2

Here we consider the missing two-dimensional case. We start with the following
lemma, which is a hybrid counterpart of Proposition 6.2, in the sense that the a priori
estimate involved still contains the L°°-norm of Du in the right-hand side (we recall
that the number m has been defined in (6.14)):

Lemma 6.7. Let u € WL (B: RY) be a solution to (6.1) under assumptions set
in (4.20) for n = 2, where we replace (4.15), by
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.S s s N
o466 <= = for some sy such that 1 < s, <2m(l +0 +0).

2 d 2m
(6.74)

If B¢ € B, are concentric balls contained in B, then, for every p 2 1, there holds

G, [Dul)| < — = [1GC. 1Dupll}; +1
AN LP(B;) = (Q—g)ﬁp e\ u L5*(By)

+ cllDullLoe ) I fI12(8,) (6.75)
with ¢ = c¢(data, ”]’l”Ld(@), p) =1, Bp.0p=PBp.0,(d,0,6,p)>0.

Proof. We can confine ourselves to prove (6.75) for sufficiently large p, and we
consider

. 2msy 2msy
p>max{2m(l+o +0), =

— —. (6.76)
s — 2m(o + o) Sy —2m(o + o)

The last equality comes from the second inequality in (6.74). Note that such a choice
is possible thanks to (6.74), making the denominator of the last quantity different
than zero. In the following lines all the balls will be concentric to B,. We look
back at the proof of Proposition 6.2, take « = 0 to obtain the test function ¢y =
n?G(x, |Du|)Dsu for s € {1, ...,n}, and perform exactly the same calculations
made there up to (6.23). For the terms (I) /-(III) s involving the right-hand side f,
we note that, as k = 0, the test maps ¢ used in the proof of Propositions 6.2
and Lemma 6.4 do coincide (actually, we take x = 0 in both Propositions 6.2
and Lemma 6.4). Therefore we can use estimate (6.58), where ¢ = c(data) and
g € (0, 1); here §3 and 84 have been defined in (6.49) and (6.50), respectively. All
together, choosing £ > 0 small enough and re-absorbing terms in a standard way,
we obtain

S5+ 84 S e(lhllfagg + D

R 1/m

+ﬂDmﬁw&Xénﬂﬂ%M, (6.77)

for ¢ = c(data). Asitis |Dn| < 1/(12 — 11), elementary manipulations on (6.77)
yield

< Uhllag + 1)?

2(1 &
I P0G DU 2, ) < 1Ge (. [ DUl |25+

(1r — 11)2 L2m(1+(7+?7)(312)
c(lhll g + 1D? > )
——————— +c|lDull;~ / | f1=dx

(12 — 11)? LB B,

so that Sobolev embedding gives

2
IGe(, IDuDllLr(s,,) = pry "I D(Ge-, |Du)ll2(8,,)
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c .
< - X 1+o+0
= m_m 1Ge(-, lDu|)||L2m“+U+5>(B,2)
c
+ ——— + || Dul| , 6.78
H—) I DullLoo B I f 1 22(B,,) (6.78)

with ¢ = c(data, ||kl a(g)). With &, € (0, 1) being defined through

1 1—=xp, Xp p2m(1 + o0 +6) — s4]
Al — +_:>)‘«p= N
2m(l 4+ o +0) Sk p 2m(p —so)(1 +0 +0)

using the interpolation inequality

1-x
1Ge o 1DUDI antse s,y = 1Ge (s IDUDI o s, IGe G 1DUD Gy,

in (6.78), we get

1Ge( [DuliLrs,)

c Ap(l+0+8) (—h) (140 46)
S —— : ! . P
= oo G (-, |Du|)||Lﬁ(B,2) G (., |Du|)”L"*(Brz)
C
+ —— +¢|| Dul| L~ .
(‘[2 — -c]) ” ”L (BQ)”f”LZ(Brz)

Using (6.74) and (6.76), we see that A,(1 + o 4+ &) < 1, thus Young inequality
gives
1
G (., IDul)llLrs,) < S 1GeC. 1DuDlLr(sy)

C
— GG, 1DuD 1] Dull
ey [1GeCDUDI 5 1] el Dl i,

with ¢ = c(data, ||kl L4 g)) and

B, = 2m(p — s4) d o, — sy p —2msy (1 +0 +6)
P sup = 2mlss + p(o + 6)] P sep = 2mlse + plo +6)]°
(6.79)
Lemma 3.2 with the choice Z(¢) = |G¢ (-, |Dul)||Lr(B,) now gives (6.75). m|

We finally come to the a priori gradient bound in the two dimensional case.

Proposition 6.8. Let u € W7 (B; RYN) be a solution to (6.1) under assumptions
setin (4.20) forn = 2. If B, € B, are concentric balls contained in B, then

[Ee (I Dull o8 )] + 1Ge (-, | Dul) L s,)

C
g (Q — g)ﬂ [||F8( DM)HLI(B ) + ”f”Lz(IOgL)a(B ) + 1] s (680)

holds with ¢ = c(data, ||hllpag)) >1,B8,0=8,0d,y,o0,6)>0.
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Proof. We proceed as for the proof of Proposition 6.6, keeping the notation used
there, including (6.65). By Lemma 6.4 we use Lemma 3.1 with the choice made at
the end of the proof of Lemma 6.5, and this for n = 2 gives

G (x0, | Duxo)])
-2 14+8)v0/2
< erg P [1GeC, DD + 1] G ¢ 1DUDI Lo 5, 0

890 /2
+ ¢ [1Ge G DD +1]
x [PY 200 + 1 Dull 5, P (200 (6.81)

forevery § € (0, 1/2), where ¢ = c(data, ||hll (@), §) and ¥ is as in (4.15). Then
(6.75) gives

G, [DuDllLr (B, x0))
— 97
< ery " [1Ge €. 1DulIf

Py + 1]+ el DUl 1 Fll 2205,

where p is as in (6.65) with n = 2, ¢ = c(data, ||hll 4@, p) and By, O, are as
in (6.79). Note that here we are using Lemma 6.7 with the choice s, = 1, which
is allowed as the assumption gives that o + 6 < 1/2 — 1/d, which is (4.15) for
n = 2. Combining the last two estimates, that hold for a.e. xg € By, we have

IGe (. [DuD L8,
C
< ) (1+8)90/2 ] [ ) 6 ]
< oy (16D 1] [1GeC1DubIf 41
14+8)%0/2
ooy NG DU 4+ 1 [N Duli sl s,
sv0/2

+c [|IG8(-, [DuDll oo (p,,) + 1]

x| Dull oo (5, IP] -, (t2 = 1) /)| (B,

§ 2
eI 1DuDIl  + 1] IPYC. (2 = ) /e,
=TT +T+T;+1;, (6.82)

for ¢ = c(data, ||hllLa(g), 6)- To estimate the T'-terms we take & such that
(1+4+8v0/24+1/y <1 and 89c/2+ (1 +0+06)/y <1 (6.83)

hold, which is in turn possible by (4.15);; this fixes § as a function of o, 5, y. We
then have

4

(6?3) | cllGe (-, |DM|)||L1(BQ) tc
T = - G Ty D © ’
- IGe( [Dublizee(s,,) + (1 —1))P
6.67) ¢ 1+8)90/2+1
T, = —————lGeC. IDu s, + U7 £ g

T (m—n)¥P
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(683) 1 c”f”l,z(]()gL B
) ( g)
< - G *y DM L>®(B ﬂ
8 || 8( | |)|| ( 12) (-L—z — -[1)

k]

(3.1),,6.67)

Ty = cllGeC DuD sy + P77 £l 20 yocs,)
6.83) |

§ _”G ( |Du|)”L°°(Bt2)+cl|f”L2(10gL)a(B)‘I’lv

with ¢ = c(data, ||kl ag))- Here, as in the following lines, 6, B denote positive
exponents depending on d, y, o, &; they might change from line to line according
to the same convention used to denote a generic constant c. To estimate the last
term 74 we again use Lemma 6.7 with s, = 1. Therefore, we set 13 := (11 + 12)/2
so that 1o — 13 = (12 — 11)/2, and, recalling (6.65) for n = 2, we have

b 3.1y,
Py ¢, (r2 = 1) /D) LB, < c||b||L2(logL)“(B,3)

3.2)
S @bl s,

(620) - I +o+6
S clhllpaslGeC, 1DuDll (s,

(6.75) ¢
< o GG Dbl +1]

1+0+6
e[ I1Dull oo 1 /1205,y

for ¢ = c(data, [|h]l a(g))- Using the above inequality and (5.19);, we end up
with

¢ s00/2
s = o (16 IDDIG s + 1] [1GeC 1DuD g +1]
890/2+(1+0+6 o
¢ [1Ge G DD I
| NG 1DUDIG,  +
< g”Ga‘(a |Du|)”L°°(BTZ) + (T2 — 1 )/‘3 + C”f”Lz(]ogL)“(B )

where ¢ = c(data, ||kl ¢(g)), and we have used the second condition in (6.83).
Plugging the estimates for the 7'-terms in (6.82) yields
1
G (., [DuDllLo(s,,) = EHGS('s [Dul)|[o(B.,)
C”GS(’lDuD” (B)+C||f||L2(10gL) (B)+

(p— 1P
for new exponents 0, B8 as in the statement. Lemma 3.2 allows now to conclude
with

+

c”G&‘( |Du|)”LI<B ) +C||f||L2(]()gL)a(B ) +

IGe, IDulllze s,y <
’ o) ©—¢)P
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where ¢ = c(data, ||h||L,1(@)). Finally, (6.80) follows from this last estimate,
(5.18) and (5.19);. The proof is complete. O

7. Proofs of Theorems 4.1 and 4.3

We start with the proof of Theorem 4.3, where, in particular, we assume f €
L"(£2; RN ) and n > 2. We fix p as in statement and, without loss of generality,
we assume that p > 1 + o (o being as in (4.15)). Then, for every integer j = 1,
we define f; € L°°(£2; RM) as fix) = f)if [f(x)] < j, and fj(x) =
j1f ()7L f(x) otherwise. It clearly follows that

Ifil = |f| forevery j =1, fj—>finL”(Q;]RN). (7.1)

Next, we determine R, = Ry (data, f(-), p) < 1 according to Proposition 6.2.
Pay attention here; with some abuse of notation, the f used here is not the same from
Proposition 6.2, but rather corresponds to f from (6.1) in the context of Proposition
6.2 (and thanks to (7.1), f; corresponds to f in Proposition 6.2). Accordingly, we fix
aball B € §2 such that r(B) < R.. We consider a decreasing sequence of positive
numbers {e;} such that ¢; < min{l, T'}/4 for every j € N, and, accordingly,
we consider the families of functions {F;} = {F;}, {G;} = {G,;} constructed
in (5 4). Note now that any minimizer u of the functional & i 1n (1.1) belongs to

IOC Y (£2;RN) by (5.20);. This allows to define uj € u+ W0 Y(B; RN) as the
solution to

uj > min Fj(w; B)
weu-i—Wé’y(CB;RN)

= min / [Fj(x, Dw) — fj - w] dx
®

weu+ Wy (B;RV)

Directs Methods of the Calculus of Variations apply here and ensure existence (see
for instance [4, Section 4.4]). As for [4, (4.55)], and recalling (5.20), and (5.22),
we find

I1F;C, Duj)lipg) + ”D"‘j”)zy(gg)
—1
< [IF G D) + Ul + @17 ] (72)

for every j = 1, where ¢ = c¢(n, N, v, y, T). This implies we can assume that,
up to a not relabelled subsequence, Du; — Dii weakly in LY (®B; RV>") and
uj — U strongly in Lﬁ(,@; RY), for some i € u + W(}‘V(CB; RM). Note that
Proposition 6.2 applies to u ; with the choice s, = 1, as (6.15) is satisfied assuming
that o + 6 < 1/n — 1/d, which is the case here by (4.15) in set. The application
of Proposition 6.2, and (6.16), now give that

GG, 1Du;DllLrs®)

c 9, 9,
S TG [IFC DI g + 11y +1] 73
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holds for every s € (0, 1), for new exponents 8,0, = Bp, 0p(n, v, d, o, G, p) >
0, where we have also used (7.2) to bound the right-side coming from (6.16); ¢
depends on data and [|A] L) We fix jo € N, and apply (5.33) with j = jo in
(7.3), to get

1Gjo G [DujD e s®)

0 0
[IFC DI g + 11y +1] - T4

< C
= (1= 5)Pr[x(@®))Pr

Letting j — oo in the above inequality, and using weak lower semicontinuity
(recall that Gy () is convex and non-decreasing, by (5.17), ¢ = ¢}, therefore
z > Gj, (-, |z]) is convex), yields

G jo s |DuDlLrsm)

0 0
[IFC DO gy + 171y +1] - .9)

<
T (1 —9)Pr[x(@®)1Fr

This holds for every jo € N and therefore, by finally letting jo — oo (by Fatou’s
lemma) and recalling (5.33), we conclude with

IGC, [DuDllLrs®)

0, 6,
S TGP [1FC DI g + 11y +1] . T6)

for every s € (0, 1), where ¢ = c(data, ||l pag)) and By, 0 = Bp, Op(n, v, d,
0,0, p) > 0. Next, we trivially write
Fjouj; sB) < Fj(uj; sB) + |1Fj(-, Duj) — Fjy (-, Duj)ll 1 m)

+ I fjo = i) - ujllpiam) (7.7
whenever s € (0, 1). Properties (7.1)—(7.2), Holder and Sobolev-Poincaré inequal-
ities give

Fiujs sB) < Fj(ujs B) + 1 fj - ujllpn@ssy = T B) + cll fllLr@\sa),
(7.8)

where ¢ is independent of s, j and we have used minimality of u ;. Using (5.42)
with e = ¢j, e = ¢jy, w = uj, B = sB (recall itis p > 1+ o) and (7.4), we
have

I Fj (. Duj) — Fjo(, Duj)llpia = (1 — $)"Pro(jo) (7.9)

where cisindependentof s, j, jo. Again Sobolev-Poincaré inequality (7.1) and (7.2)

give [[(fjo — f) - ujllism) < cllfjo — fillLns®)» with ¢ independent of s, j, jo.
Using this last inequality and (7.8)—(7.9) in (7.7), and finally letting j — oo, lower
semicontinuity yields

Fjo ity sB) = F(u; B) + cll fllLn@\s®)
+ellfjo — flln@) + (1 —s)Pro(jo). (7.10)
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Note that we have used (5.22) and Lebesgue’s dominated convergence theorem to
get Fj(u; B) — F(u; B). In turn, again note that (7.6) ensures that G(-, | Dii|) €
LP(s®B) and therefore allows to apply (5.43); this yields

IF (. Dit) — Fjy(-. Did) | 11 5 < (1 — 5)"Pro(jo),

so that Fj, (i; sB) — F(u; sB) as jo — oo, where we also use (7.1). In view of
this, letting first jo — oo and then s — 1 in (7.10), yields F(&; B) < F (u; B).
This and the minimality of u finally give & (u; B) = F (i; B), therefore, by standard
convexity arguments, see for instance [4, Section 4.4], we end up with

either max{|Du(x)|, |Di(x)|} < T or Du(x) = Dii(x) (7.11)

for a.e.x € @B. Using this information in (7.6) yields (4.24) and concludes the
proof of Theorem 4.3. Observe that, in order to justify the content of Remark 4 it
is sufficient to note that making the a priori estimate (7.3) only requires the bound
oc+0<1/n—1/d.

We now come to the proof of Theorem 4.1. We can again use the same approx-
imation employed for Theorem 4.3. Using this time estimate (6.64) for the case
n > 2 and estimate (6.80) when n = 2, together with (7.2), we find

[Ee; (I DujllLoos@)]” + I1G (-, | Duj )l Loosa)

C

< RGP [1F G DG, g + 1 Wy + 1] (7.12)
for every s € (0, 1), where c, B, 0 have the same dependencies as in (6.64). It
follows that for every s € (0, 1) there exists My such that || Du|lzoup) = Ms,
for every j € N. Using a standard diagonalization argument we infer that, up to
a not relabelled subsequences, we have that u; —* i in WI{)’COO (B; RN) for some
ueu+ Wé’y(@; R¥) being such that | Dit|| Lo sy < M. Moreover, we can
repeat verbatim the argument of Theorem 4.3 leading to (7.11). Now, denoting j
the first integer such that 1/¢; > Mj, from the very definition of G; = G, in
(5.11), it follows that |G ; (-, |[Du )|l L@y = g1|G (-, [Du )|l Lo s®), for every
Jj = Jjs. Therefore, letting j — oo in (7.12), and using (7.11), yields (4.22) and
the proof of Theorem 4.1 is complete too. Notice that here we are using standard
lower semicontinuity theorems for supremal functionals with respect to the weak™
convergence in WIL’COO (B; RN) (see for instance [3]).

Remark 9. Let us discuss the case f = 0. We start by the case n > 2; the first
relation in (6.70) is already implied by o + & < 1/n — 1/d. Moreover, note that
the second condition in (6.70) appears only when f 0. This is the only point
in the proof of Theorem 4.1 where the full bound in (4.15); is required; otherwise
o +6 < 1/n — 1/d is sufficient. Alternatively, one can apply directly Proposition
6.3 instead of Proposition 6.2 in the proof of Theorem 4.1. When n = 2 and
f =0, (6.83) turns into (1 4+ 8)Y0/2 < 1 and §¥0/2 < 1, that are implied by
o +6 < 1/2 — 1/d by taking § small enough (see estimate of T4 in Proposition
6.8). Finally, note that in the case y = 2, the minimum in (4.15) is attained by
1/n —1/d. All in all, we have justified the content of Remark 3.
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8. Uniform Ellipticity and Proof of Theorem 4.2

Here we work under assumptions set, in (4.20); we keep the full notation
introduced in Sects. 5 and 6. In particular, we keep on considering a solution u €
WLy (@B; RV) to (6.1)inaball B € £2 such that r(B) < 1. With the current choice
of g1, g2, g3 asin (4.19), we apply the constructions laid down in Section 5, thereby
obtaining, in particular, the new functions d, g1.¢, 82,6, 83.¢ in (5.3) and (5.7)—(5.9).
The last three functions are now independent of x, as well as G defined in (5.11).
Note that (4.19), from set, implies the validity of (4.18) with ¢, = ¢y and o = 0.
Therefore we can use all the properties from Section 5, and displayed through
Lemmas 5.1-5.4, implied by assumptions (4.1)—(4.4) and (4.18). In particular, we
can use Lemma 5.4 with ¢ = 0. In addition to such properties, we have

Lemma 8.1. Under assumptions set, in (4.20), we have that

— The following inequalities hold for every t € [T, 00):

81e(t) < g2.6(t) = Cug1e(t)

- 8.1)
g3,£(t) =< Cugl,s(t)t
where ¢, = ¢,(n, N, v, y,cy) 2 1, and
1 g1 ¢
37 81e (O = Ge() + T 21 (NT? < 107 (8.2)
u

— Moreover, for every x € 2 andt 2 0, it holds that
Ge(t) € Fox, 1) € ¢Ge(t) + cgi(T)(T? + 1), ¢ = c(data,). (8.3)

Proof. Properties (8.1) are immediate and follow from (4.19), also recalling (4.6),
therefore we concentrate on (8.2). As for the right-hand side of (8.2), integration
by parts yields

t

t
f [Ezs(x, s) +a.(x, s)s] sds = — / ags(x,s)sds + ag(x, t)t2 —ag(x, T)Tz,
T T
(8.4)
and therefore, recalling the definition in (5.7), we have

5.16), !
G (1) < / [as(x,5) + ag(x, s)s]sds
T

5.15),8.1) 3 5 5
< —Ge(t) +cugl, e (Ot — g1g1(T)T~;

that is, the right-hand side of (8.2). As for the left-hand side, we similarly have
5.16),.8.1) 1 [
= -

Cu JT

G.(1) [ac(x,5) 4+ aj(x,s)s]sds

5.15.84) 1 ¢ 1
> —T/ g2.0(s)s ds + — [Zzg(x, N2 — . (x, T)Tz]
CuJT Cu
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5.7,8.1) 1 5 5
2 =Ge(D) + =81 (01" —g1g1(DT".
u

We turn to (8.3). The left-hand side inequality is nothing but (5.18)3 (that holds
whenever |z| = 0). For the right-hand side inequality, when ¢t < T we have,
similarly to (5.28),

i 4.19),(5.28) T
Fo(x.1) < c[ sit?)

— e (TP D)
(T? + )72
“4.6) 5 5

< cgi(THY(T7 + po).

When t > T, we note that (5.15) and (8.1) imply a. (x, s) < cgi.¢(s), that implies
Fe(x,1) — Fo(x, T) £ ¢G(t), from which (8.3) follows again using the content
of the last display. O

Proposition 8.2. Let u € W57 (B; RY) be a solution to (6.1), under assumptions
set, in(4.20) forn = 2. There exists a positive radius R, = R.(data,, h(-)) <1
such that if r(B) < Ry and B. € B, are concentric balls contained in B, then

| Fe (-, Du)llLoo(Be) + G (| Dul)ll oo (Be)
= IR Dy +e [IFG +1] @859)
S gy TR X(#) :
holds with ¢ = c(datay), where X(-) has been defined in (1.9).

Proof. We start taking a ball B, (xg) € B (therefore itis r < 1), and prove that

f ID(Ge(1Dul) — )+ *dx < (Ge(|Dul) — k)7 dx
By j2(x0) r

By (x0)

2
te [1Ge(1Dul) (5, 0y + 1] / hP dx
By (x0)

+ell Dullg oo (s, (o) / | f1? dx (8.6)
By (x0)

holds whenever k 2> 0, with ¢ = c(datay). This is an analogue of (6.46) and to get
it we modify the proof of Lemma 6.4, keeping the notation used there. Proceeding
as for the bounds for (IV),—~(VI), in Lemma 6.4, we have

C
83+ 84 = V)] + el (V)] + cl(VD, | + r—2/ (Ge(|1Dul) — )% dx

By (x0)

n
+ CZ/@ |f - Dsgsldx, (8.7)
s=1

with ¢ = c(datay). This estimate can be obtained by adapting those in (6.49)—
(6.51), and also those for the terms in (6.20). One must take into account that now
g1.¢ 1s independent of x (therefore the terms coming from the use of (5.31) and
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featuring % (-) disappear), and the fact that we can formally take o = 0 as the ratio
82.¢/81.¢ 1s bounded by a constant by (8.1)1. In turn, the last term in (8.7) involving
the right-hand side f can be treated exactly as in (6.58). As for the remaining x-
terms appearing in the first line of (8.7), with the help of (5.13)3, (8.1) and (8.2),
we estimate

_ _ C
|Vl + cl(V) |+ cl(VD), | = 8853 + 8854 + ) (Ge(|1Dul) — )7 dx
B, (x0)

c
+2 [ PInPIG.Dup + 1P dx.
& Jg
for ¢ = c¢(datay) and € € (0, 1). Merging the content of the above two displays,
choosing ¢ = £(datay) small enough, and reabsorbing terms, we end up with (8.6),
where ¢ = c(datay). As a consequence, we proceed as for the proofs of Lemma

6.5 and Proposition 6.6. An application of Lemma 3.1 gives that, if By, (xo) € B
is any ball, then

—n/2

1/2 1/2
Ge(1DuGo)) = erg " [Ge(1DuD Ly +1]  1G(DubI,

L'(Byy)
+ ¢ [1G (DU L5,y + 1] P x0, 2r0)
1y f
+ ¢ [1GUDuD Ly + 1] P (0, 2r0) (8:8)

holds provided xg is a Lebesgue point of | Du|, where ¢ = c¢(datay), and we have
also used (5.19)1. Next, (3.1) gives that

1P} 2r0) | oo (s,,) S Whllxecs,) and ||P{(‘»2"O)||L°°(B,1) S Iz, -
Using these informations in (8.8) yields

IGe(1DuDllLoe(s,,) + 1

—n/2 172 1/2
< ory " [I1GUDuD oy + 1] 1GADUDI,  +1
+ ¢ [IGADuD s,y + 1] Whllxas,)
1y
+[1G DD Lmy + 1] 1f Ixas,) (8.9)

where ¢, ¢, = ¢, cx(datay). By absolute continuity, we now determine the radius
R, = R.(datay, h(-)) mentioned in the statement in such a way that

r(B) = R = cillhllxs,) = cxlhllx@ < 1/6. (3.10)
Using this and Young inequality in (8.9), and yet recalling that oy := (12 — 11)/8,
gives
1

1Ge(IDublL>s,) = 3

IGe(IDulllLo(B,,)

-1
ey 1GeIDuD igay +e [LAIG S +1]
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Inequality (8.5) now follows using Lemma 3.2 with Z(t) := [|G¢(|Dul)|l >~ (B,)
and (8.3). O

With Proposition 8.2 available, we can now complete the proof of Theorem 4.2.
Arguing as in the proof of Theorem 4.1 in Section 7 (as usual with F; = F¢; and
so on), and arrive up to (7.12), the analog of which in the present context is

C
IFjC Dupli=es < 4= sniz@p

where ¢ depends on data, (again recall the equivalence in (8.3)). The rest of the
proof again follows with minor modifications to the proof for Theorem 4.1.

-1
IF G Dl + < [11E5 " +1]

9. Proof of Theorem 4.4

We revisit the proof of Theorem 4.1 starting from the part concerning the a
priori estimates of Section 6 in the case n > 2. In turn, this uses as a preliminary
result Proposition 6.2 for s, = 1, that now works only assuming ¢ < 1/n — 1/d,
as allowed by (4.25). This relies on the condition g/g1 < ¢p in (4.25), that via
(5.29) also implies g2 :/g1.s < ¢. Then Remark 8 can be used and we can replace
o + 6 by & in (6.15). The same arguments of Remark 8 also apply in the proof of
Lemma 6.4, and yield the following simplified form of (6.46):

/ |D(G,(x, |Dul) — k)4|* dx < 52 (G(x, |Dul) — k)3 dx
By 2(x0) r By (x0)

te / ) PIGe (x. | DU+ dx
Br(x())

+ ¢l DullZ oo 5, (xg)) f ( |f1* dx.
B

1 (x0)

This last inequality still holds when n = 2. Using it as in Lemma 6.5 yields

1/2
Ge(x0, |Du(xo))) =k +c (7[ (Ge(x, |Dul) — K)i dX>
B

o (x0)

+c [P?(XO, 2ro) + IIDMIILDO(B,O(xO))P{(XO, 2?0)] , (9.1

forevery k = 0, which is in fact the analog of (6.59) in the present setting. Here it is
h(x) := h(x)[G(x, |Du |)]1+&. From this last inequality we again arrive at (6.64)
exactly as in the proof of Proposition 6.6 (needless to say, for different exponents 6
and B). Here the key observation is that we do not have to verify the two conditions
in (6.70), that in fact are not occurring (actually they occur taking formally o = 0).
It is only the second, and more restrictive one, that requires the stronger bound in
(4.15), that can therefore be relaxed in (4.25). Starting from this fact, the rest of
the proof is the same as the one of Theorem 4.1 in the case n > 2, again replacing
o + 6 by 6. In the case n = 2 the argument is similar. First, we use Lemma 6.7,
again with s, = 1, and, as for the case n > 2, this works replacing ¢ + 6 by ¢ in
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(6.74). Next, we apply this time (9.1), thereby getting (6.81) (with formally o = 0)
and then (6.82), with |G (-, |Du|)||Lo<>(B,2) replaced by 1. From this point on, the
proof goes as in the previous case; the only remark is that now the first condition
in (6.83) does not appear as a consequence of the new version of (6.82), and this
new bound is exactly the one appearing in (4.25) upon considering only &.

10. Proof of Theorems 1.1-1.7

10.1. Theorems 1.1 and 1.2

We just verify that the assumptions of Theorem 1.1 imply those of Theorem 4.1
for suitable choices of objects and parameters. For this we take y = p, g;i(x, ) =
gi(0),i €{1,2,3}), where g1 (1) := v(t2+u2)P=2/2 gy(1) := A2 +u?) 4224
A + ) P22 and g3(1) = (12 + pu>) D2 4 (12 + P22 for all
t € (0, 00). It follows that G(x, 1) = G(¢) = v[(t + u®)P/?2 — (T2 + u2)P/%]/p
(fort > T and it is zero otherwise) and G(x, 1) = G(t) = G(t) + (T* + 1)P/2 =
v(12 4 u?)P2 4+ (p —v)/p. Here, any number T € (0, oo) is fine. By (1.13)—(1.15)
we see that F satisfies (4.1)—(4.4). Note that (4.16) holds with & = 0 since gy
is x-independent. As for (4.17)—(4.18), we verify them choosing 0 = ¢g/p — 1,
for a suitably large constant ¢, = cp(n, N, v, p,q, A) = 1. With such a choice
of o, and 6 = 0 as above, the condition in (4.15) is implied by the assumed one
in (1.16). All in all, assumptions (4.14)—(4.18) are verified too and and we can
apply Theorem 4.1 to get Theorem 1.1. Finally, the last assertion concerning the
improved bound in (1.17) follows from the content of Remark 3 and this completes
the proof of Theorem 1.1. Theorem 1.2 is a special case of Theorem 1.1, upon taking
h(-) =~ |Dc(-)|. For this, just observe that the convexity of z — F(z), and the growth
assumptions (1.13), imply also that F'(t) S 2+ pudH U224 (12 4+ > P2/,
thereby allowing to verify also (1.15) for the integrand (x, ) > c(x)F(1).

10.2. Theorem 1.3

As all our estimates are local in nature, we can assume that H (-, Du) € L (£2),
where the integrand H (-) has been defined in (1.10); moreover, by localizing Mor-
rey’s embedding theorem, we can also assume that [a]o,1—n/a;2 + llallLe(2) is
finite. Similarly to (4.21), we denote

datap = (n,v, N, p,q,d, [alo,1—nja;2, lallLe, 1H(, Du)llpi, || flizn) .
(10.1)

Here [a]o,1-1/q;52 denotes the usual (1 —n/d)-Holder seminorm of a(-) on §2, and
all the norms extend over £2. The proof now proceeds in three steps.

Step 1: Quantification of Ellipticity We refer to the framework of Theorem 4.4.
We define, for x € £ andt > 0, g;(x,t) := min{p — 1, 1}[11”’2 + a(x)tq’z],
g(x, 1) = 2gNn[tP™2 + a(x)t772], g3(x,1) = g3(t) = 4~ that implies
G(x,t) :=min{p — 1, 1}{(t?/p + a(x)t1/q) — (1/p + a(x)/q)] (here we take
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T =1landpu =0),G(x,t) = G(x,t) +2P/? and g2/g1 < cp fort > 1, where
cp = cp(datayp). We also set h(-) = |Da(-)|,c =6 :=q/p— 1,y = p. We
now observe that, replacing < by < in the first bound from (1.19), we can immedi-
ately conclude with the local Lipschitz continuity of minima invoking Theorem 4.4,
whose assumptions, and in particular (4.25), are satisfied but in the limiting/equality
case. In order to get the delicate equality in (1.19), we have to readapt some points
from the proof of Theorem 4.4 using some additional results available when the
peculiar structure in (1.10) is considered.

Step 2: Uniform Higher Integrability We modify and extend arguments from
[24,25,29].

Lemma 10.1. Let u € W'1(2; RN) be a minimizer of the functional in (1.10),
under assumptions (1.2) and 0 < a(-) € Wl’d(.Q) with (1.17). There exists Sy =
swx(datay) > 1 such that H(-, Du) € L}*(£2).

loc

Proof. Consider concentric balls B, C B, € By C By contained in £2, then
take a standard cut-off function n € CC1 (Bg) sothat 1 <n < 1p and |Dn| <
1/(s —t). We take w := u — n(u — (u) ;) as competitor to minimality, that yields
IHC, Du)llprp,y < 1HC, Dw)llpip,) + Inf - (w— @) pp)llL1 (s, The first term
in the right-hand side of this last inequality can be handled as in [24, Section 9],
while by Sobolev and Young inequalities we have

Inf - u— @)l = Nl lin@ — @) )l e-nes,)
n—n/ cRMP
= RIS n@) |1 Dulle s + ——— Il e = s e )

u— (u) gl

1 -
= ZIIH(‘, Du)l11(p,) +c/ H (x, | ) dx + cR", (10.2)
Br

where ¢ = ¢(n, p,q, || fllL»()y)- This last estimate together with the arguments
developed in [24, Section 9], leads to the reverse Holder inequality

1/(148)
(]1 [H(-, Du)]'*? dx) < c][ [H(-, Du)]dx + ¢
Br)> Br

for c = c(datayp) = 1, 8§ = §(datay) > 0, which in turn allows us to conclude
via a covering argument. O

Let B € £2 be aball with r(B) < 1. Asis [24,25], we say that the p-phase occurs
when

a(B) := inf a(x) < A[x (BN [alo,1—nja: B (10.3)
Xe

holds, otherwise we say that the (p, g)-phase occurs. Accordingly, we define the
integrand Hy (Iz]) = |zI?/p + ai(B)|z|?/q. Finally, let H(.), Hg () be the
integrands defined by applying the construction in Section 5.1, (5.3)-(5.4), to H()
and Hp (), respectively, with y = p and g1, g2, g3 defined in Step I and T = 1.
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Such a construction provides us with approximating integrands that are still of
double phase type, i.e.,

- t_ ! i)
H.(x, 1) =/ hg(x,s)sds—i-s/ (2 4+ )T sds, (10.4)
0 0
where
— -2
(24T
(2e2) 2 s .
+a(x) 82"’1,,2 @2 +e)T  ifrelo,e)
(2e%) 2
e (x, 1) = 1 P72+ a2 ift €le, Tp) (10.5)
T2 2, 22
te 2
(T£+ez>"%2( e
' (A, S N =
+a(X)W(I +e) 2 ift e€[Te, 00),
(Tg+e=) 2

with the same representation holding for ﬁge (+), replacing a(-) by a;(B) in (10.5)
above; here itis T, = 1 + 1/¢. Next, we develop an intrinsic Sobolev-Poincaré in-
equality involving H, (-); the main point is that the implied constants and exponents
are independent of ¢.

Lemma 10.2. Assume that 0 < a(-) € WH4(2) with (1.17). Let B € 2 be
a ball with r(B) < l and w € W&’p(B; RN) and v € WhP(B; RN) be such
that H.(-, Dw), H¢(-, Dv) € Ll(B). Then, the following Sobolev and Sobolev-
Poincaré inequalities hold:

][ i ( |w] ) - (][ - . )l/r
o x, dx < ¢ [He(x, |Dw|) + 11" dx (10.6)
B r(B) B

c=cn,N,p,q,d,lalo,1-n/a:B, |1 DwllLr(p)) and

_ . 1/t
][ H, (x, M) dx < ¢ <][ [He(x,|Dv]) +1]° dx) . (10.7)
B r(B) B

forc=c(,N, p,q,d,[alo,1—n/a;B, I1DV||Lr(B)). Inbothcasesitist = t(n, p,q) €
0, 1).

Proof. We prove (10.6), the proof of (10.7) being totally similar. We start consid-
ering the p-phase; this is when (10.3) occurs. In this case, recalling (10.4)—-(10.5),
we bound

/lflg <x, wl >dx
B r(B)
lw|/x(B)
< ce?[r(B)]" +c/ / gi(x,s)sds | dx
Bﬂ{s§|w|/r(B)<T£} e

lwl/x(B)
~|—c/ / g1e(x,8)sds | dx
BN{lwl/x(B)=T:} \Je
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P/ P«
+ ce[r(B)]" (][ |Dw|P* dx) —: (D + (D) + (1D + (V) ,
B

where ¢ = c¢(n, p, [alo,1—n/a;B). Now, note that the assumed bound in (1.17)
implies p, < g« < p, where b, := max {1, nb/(n+b)}, for b € {p, q}. Therefore
using again Sobolev-Poincaré and Holder’s inequalities, we estimate

an +din = C/B[(le/r(B))”+a(X)(|w|/r(B))"]dx

te / (TP +a()T4 + a() T4 P (lwl/x(B)) ] dx
BN{lw|/x(B)=T;}

(10.3)
< B ]1[9 [(lw|/x(B)” + [x(B)]' ™ (jw|/x(B))7]dx

P/ P+
< [z BT (]{9 D) dx)

q/p—1 P/ax
+ c[r(B)) -/ (][ |Dw|? dx) (][ | Dw|P@+/P) dx)
B B

(.17 B i 1/7
< c[x(B)]" (||Dw||‘zp(”3) + 1) <J[|Dw|pr dx) ,
B

withc =c(n, N, p,q,d, [alo,1—nja;8) and T := q,/p < 1. Merging the content
of the last two displays above easily yields

) 1/7
][ﬁs (x, vl ) dx < c<][[ﬁg(x, |Dw)) + 1]’dx) (10.8)
B r(B) B

for ¢ = c(n, N, p,q,d,alo,1-nsa; 81 Dwl|7, (5. We then pass to the (p, ¢)-
phase, that is, when the complementary condition to (10.3) holds; here we follow
the arguments from [25, Section 4]. It is then easy to see that H(x, z) ~ Hp (2)

for (x,z) € B x RVN*" Moreover, recalling that H B.e can be written as in (10.4)-

(10.5) with a(-) replaced by a;j(B), it follows that I:II;J? satisfies both A, and V»
conditions (with constants depending on #n, p, ¢, but independent of ¢). We are
therefore in position to argue as in the proof of [33, Theorem 7], thereby again
arriving at (10.8), for a different exponent 7 = t(n, p, g) € (0, 1). At this stage
the proof of (10.6) follows merging the inequalities found in the two cases, and
taking the largest of the two exponents 7 found for the two phases. O

Given the inequalities in (10.6)—(10.7), and the representation in (10.4)—(10.5), we
can proceed for instance as in [29, Lemma 5] to get a global gradient integrability
result; this also involves estimates as in (10.2) to treat the additional f-terms ap-
pearing here with respect to the case considered in [29]. This involves a matching
of local and up-to-the-boundary versions of Gehring’s lemma (see [49]).
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Lemma 10.3. Let B € $2 be a ball with v(B) < 1. Under assumptions (1.2), and
0 < a() € Whid(2) with (1.17), let ug € WhHP(B; RN) solve

Ug > minf[l:ls(x, |Dw|) — f-wldx w eu—i—Wol’p(@;RN), (10.9)
wJa

where u € WH1(2; RN) is a minimizer of the functional in (1.10). Then there
exists sy € (1, $44), depending only on datay, but not on &, such that

I He (-, |Duel) + Ul @) < cllHe (-, [ Dul) + 1| Lo (@)
S c|H(, |Dul) + 1|15 @) (10.10)

holds for a constant c = c(datay,), where sy is the exponent coming from Lemma
10.1.

We finally remark that the constants appearing in (10.10) should a priori depend also
on || DugllLr(B), as Lemma 10.2 is involved in the derivation of Lemma 10.3 (see
again [29]), and it is used with the choices w = u, and v = u,. Such a dependence
on ¢ does not actually occur; indeed, adapting estimate (7.2) to the present case leads

-1
to bognds as ||Dus||i,,@) SIHC, Du) + 11 +.[r(@)]”||.f||1££((%) ).’ tl.lereby
reducing the dependence of the constants on datay, in (10.1). This fact is indeed
used to prove the intermediate last inequality in (10.10) with an e-independent
constant c¢. The last inequality in (10.10) is instead a direct consequence of (5.22).

In turn, the last quantity in (10.10) is finite by Lemma 10.1.

Step 3: Completion of the Proof of Theorem 1.3 We proceed almost verbatim as
in the proof of Theorem 4.4. We start with the case n > 2; the only difference here
is that we apply Proposition 6.2 with s, > 1 being equal to the higher integrability
exponent found in Lemma 10.3. With no loss of generality we may assume that
s, < min{2m(1 + 6), 2*} = min{2mgq/p, 2*}, as required in (6.15) (applied with
o = 0). Note that this is possible when 6 < s, /n—s,/d and therefore, in particular,
when 6 < 1/n — 1/d, which is the case considered here. Indeed, with the choice
made in Step 1, this last condition translatesing/p < 14+1/n—1/d, whichis (1.19)
forn > 2. This is the essential point where the higher integrability estimates of Step
2 come into the play, allowing for equality in (1.19). We then proceed exactly as
for Theorem 4.4, as its assumptions are verified but for the equality case in (1.19),
as noticed in Step 1. Proceeding as in the proof of Theorem 4.4 we arrive at (9.1),
and all the foregoing considerations remain the same, but, in order to get a suitable
a priori estimate, the term involving P? must be estimated slightly differently from
Proposition 6.6. More precisely, using (6.16) with the current choice of s, in (6.73),
we finally come to the new uniform bound

1Ge(, |Duel)ll LB,

C ~
g —— (11 DDy + 1 W sy +1] - (01D
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which replaces (6.64) and holds whenever B, € B, are concentric balls contained
in B; the constant ¢ depends on datay,. Note that we have applied the argument of
Proposition 6.6 directly to u, defined in (10.9). Using (10.10) in (10.11) yields

Ge(-, [Due )l Lo (sm)

< e [ DO ) + 11 1y + 1]

= (1 _ s)ﬁ[r(@)]ﬁ ’ L5+ (B) L(n,1)(B)

for every s € (0, 1). Again, the right-hand side stays finite by Lemma 10.1. This
last estimate can be used as a replacement of (7.12) in an approximation argument
which is at this stage completely similar to the one used for the proof of Theorem
4.1 and this completes the proof in the case n > 2. It remains to treat the case n = 2.
For this we again turn to the arguments of Section 6.7, where we apply Lemma 6.7
with the choice of the number s, > 1 again determined in Lemma 10.3. Such an
application is legal as we are assuming that6 = g/p—1 < 1/2—1/d, while again
we may assume that s, < 2m(1 + &). Then we proceed exactly as in the proof of
Theorem 4.4 case n = 2, again noting that only the second inequality in (6.83) is
needed (formally with o = 0), and this leads to require that g/p < p, which is the
second condition in (1.19) for the case n = 2.

10.3. Proof of Theorems 1.4—1.5 and 1.7

We deduce Theorem 1.5, from Theorem 4.1; Theorem 1.4 then follows sim-
ilarly. In exactly the same way, we can then deduce Theorem 1.7 from Theo-
rem 4.3. As usual, we do it by making a suitable choice of the growth functions
g1, &2, g3 and of the parameters o, G, cq, ¢p, ¥, T, . This requires some prepa-
rations; we split the proof in two steps. In the following we denote data; =
(n, N,k, v, L, pm, pm» pm), forevery integer k > 0. In the following, with abuse
of notation, we shall indicate by 9,.ey (-) the Hessian matrix of z — ey (-, |z|), while
e;< (x, t) keeps on denoting the (partial) derivative of the function t — ex(-, 7). By
Sobolev-Morrey embedding theorem we can assume that {cg, pi} are Holder con-
tinuous functions with exponent = 1 —n/d.

Step 1: Computations By induction we have
€, (x, 1) = ¢ (x) pr ()P T (x, e (x, 1) for k>0, (10.12)
for every x € 2 and r > 0, where

i (x, 1) == cx—1 (X) pr—1 (X)[€x—1 (x, PO Ty (x, 1) fork = 1
ITy(x,t) :=1.

Then, observing that

k—1

M (x, 1) = M (x, PO~ pj g (x)ej (x) pj ()T (x. 1) for k> 1,
j=0
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identity (10.12) gives
po(x) —1 }

eg(x, 1) = 1"V ef(x, 1) [CO(X)PO(X) t @

and

e/(x, 1) = POl (x, 1) e (x) pr (X) T (x, 1)
k—1
+ PO e (1) Y i ()¢ () p ()T (x, 1)
j=0
po(x) — 1

po(x)—1g/
+1 ek(.x, t) tpo(X)

for k> 1. (10.13)

Finally, we have

(e (x, 17T = e (x, D7D pryy (x) ek (x) pre ()OO e (x, 1)

We now come to the x-derivatives; note that the following computations are justified
as in (1.21) we are considering a composition of bounded Sobolev functions ¢k, px
with smooth functions, and therefore the standard (vectorial) chain rule applies
as in the traditional case, i.e., if ¢x, px were Cl—regular. We use properly defined,
auxiliary vector fields @Dy, Li: 2 x (0,00) — R" for k = 0, and the notation
e_1(x,t) =t. Then, we have, fora.e.x € 2 and¢ > 0

dyer(x, 1) = ex(x, H)[ex_1(x, PO Dy (x, 1), fork >0
Oxleg—1 (x, ]P0 1= e (x, )] e (x, )]0
X [ek—1(x) Dp(x) + pr(x)Dy—1(x, 1)], fork = 1,
(10.14)

where, by induction, we have defined, for k > 0

Do(x, 1) := Deo(x) + co(x) logt Dpo(x)
Die1(x, 1) 1= Degg1 (X) + e () ek (0 [ex—1 (x, DI Dpryy(x)  (10.15)
1 (X) P 1 (X) [€g—1 (x, D ]PEO Dy (x, 1) .

Using (10.14)—(10.15), for k > 1 we compute, again by induction
Oxllo(x, 1) =0, Lo(x,t) = Ogn
axnk(x» t) - Hk(-xv t)°Ck(xv t)
Li(x, 1) := Dlog (ck—1(x) pr—1(x))

+ex—2(x, TP [ex_y () Dpi (x) + pr(0)Di—1 (x, )] + Li—1(x, 1) .
(10.16)

Finally, using (10.14)—(10.16) in (10.12), for every k = 0 we conclude with

dvey (x, 1) =e; (x, 1) [ D (log(cx (x) pr(x)))
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+1og 1 Dpo(x) + Ly (x, 1) + [ex—1 (x, )]PFD Dy (x, r)] . (10.17)

As for the tensor 9. (x, |z]), by a direct computation we have that

frcer(r. 206 - & = min [ (x. ). H | 1612

|zl

! (x 2
0ccex (v, |2 P = e (x, 12D + [ FH2] (vn = 1)

Iz

(10.18)

hold for every choice of z, & € RV*" with z # 0 and x € £2.

Step 2: Determining g, g> and g3. For every fixed k = 0, the constants implied
in the symbols < and =, will depend on datay and we shall use the auxiliary
functions

k

b (x) = Z[IDQ(X)I +IDpi()1+1, k=z0.
i=0

It follows that by € L(£2) for d > n, by assumptions. By (10.15) it follows
|Do(x, )] < ho(x)[|logt| + 1], so that induction gives that

1De(x, )] < hr(x) [(r!’0<x>| log ] + DTy (x, 1) + 1] holds for all k > 1.
In turn, this and (10.16) imply that
|Le(x, )] < hr(x) [(zf’0<x>| logt| + DITe—y(x, 1) + 1] holds forall k > 1.

By (10.12) it is also e} (x, £) < tP0®)=1 < ¢Pw=l for t ~ 0. From this and (10.17)
it follows there exit constants mj; = my(datay) > 1 such that, fora.e.x € 2

|0€,(x, )] S mabi(x) forall 7 € [0, e]
[0ce; (x, )| < br(x)ey (x, NP log 1T (x, 1) forall 1 € [e, 00).
(10.19)

Now, let {cg, di} be constants larger than 1, to be eventually chosen large enough,
again in dependence on datayg, and ¢ € C([0, 00), [0, 1]) be a non-decreasing
function such that ¢ () = 0 for¢ € [0,e/2] and ¢ (t) = 1 for ¢ € [e, 00). With p,
asin (1.20), and x € 2 and ¢t > 0, we define

g1(x, 1) = gri(x, 1) := (@) min{py — 1, 1}e (x, 1)/t
g2(x, 1) = gar(x, 1) := p(D)cxt PO [T (x, 1)e} (x, 1) /1
g3(x, 1) = gak(x, 1) := (1 — @(t))crmy
+¢ (t)ckmye, (x, )P0 log tITi(x, 1) .

We are ready to check that g1, g2, g3 satisfy the relations prescribed in Section 4.1
and required to meet the assumptions of Theorem 4.1. We take ¢, = cp(datag) = 1
to be determined in due course of the proof, T = e,v & min{py — 1,1}, y =
Pm, 4 = 0; moreover, any choice of small numbers o, 5 > 0 will work. In this
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way itis G(x, 1) = min{pm — 1, 1}[ex(x, 1) — ex(x, e) + (€2 + 1)Pm/2] fort > e,
so that G(x, 1) ~ ex(x, 1) for ¢t large. By (10.12)—(10.13) and (10.18), it follows
that (4.2), 3 are satisfied provided we take ¢y = cx(datay) large enough. Simi-
larly, (4.2)4 follows using (10.19) and eventually increasing c. In the same way
(4.4) holds with the above choice of the parameters by (10.12). As for (4.16)-
(4.18), note that, given k € N and ¢ € (0, 1), there exists ¢ = c(datag,¢),
such that ITy (x, H)tP* @+ logr < clex(x, 1)]¢ for t > e. Using this, (4.16) fol-
lows, for all ¢ > 0, from (10.19) by taking & = dihi € Ld(.Q), provided we
take d; = diy(datay, 0) large enough. As for (4.17), note that (g%/gl)(x, IS
e (x, )]'® < [ex(x, 1)]'% for every & > 0 and t = e; therefore (4.17) follows
for every o € (0, 1), again taking ¢, = cp(datag, o) large enough. In the same
way, (4.18) follows by eventually enlarging cp. This means that the assumptions of
Theorem 4.1 are satisfied and the proof of Theorem 1.5 is complete.

10.4. Proof of Theorem 1.6

Conditions in (4.1) are verified by (1.4); indeed, an easy consequence of (1.4) is
thatr > a(t)/t™ is non-decreasing. It follows that a(¢)t < a(hrat forr € (0, 11,
and therefore t — A(x,1) € CIIOC[O, o0) N CIZOC(O, oo) for every x € £ as it is
i, > —1. Moreover,

10:: A(x, |2D] = Lv/Nnmax{1, s, + 1}a(|z])
vmin{l, iy + 1}a(z)IE]* < 8. A(x, |2])€ - €
10xz Alx, [zD] = [De(x)la(|z])z]

hold for every choice of x € £2 and z, & € R¥*", |z] # 0. Notice that here we again
indicate by 9,; A(-) the Hessian of z — A(-, |z|). Having in mind to apply Theorem
4.2, this leads to define g1 (¢) := vmin{1, i, + 1}a(z), g2(¢) := LNnmax{l, s, +
1}a(t), g3(¢) := a(t)t and h := | Dc¢| € X(£2). As t — a(t)/t™ is non-decreasing,
(4.4) is also verified with y = iy + 2, u = 0. The definitions given above make
sure that conditions (4.19) are satisfied with ¢, & max{1, s, + 1}/ min{1, iy + 1}.
This means that Theorem 4.2 applies and (1.24) follows from (4.23).

11. Obstacle Problems and Theorem 1.8

11.1. A General Result

We start with the following constrained analog of Theorem 4.1, which will be
used to ge the proof of Theorem 1.8:

Theorem 11.1. Let u € Wllo’cl (£2) be a constrained minimizer of the functional Fy
in (1.25), under assumptions set in (4.20) with g3, d;; F being locally bounded
on 2 x [0, 00) and 2 x RN*n, respectively, and y 2 2. If ¢ € Wli’cl (£2) with
|D?yr| € X(82), then Du € L{2.(£2; RV>m).
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Proof. In set wehaveinitially assumed that g3 was locally bounded in £2 x (0, 00),
while here we are assuming it is locally bounded in £2 x [0, c0), that means that for
every 29 € §2 and b = 0 we have that SUP ) x[0.»] &3 1s finite. This is is not really
an additional assumption as it is automatically satisfied in all the cases considered
for instance in Theorem 1.8. Notice also that D>y € X(£2) C L(n, 1) implies
that D is continuous in §2 [71] and, in particular, Dy € L°(®B; R") for any ball
B € £2; accordingly, we let Ty, = Ty (B) = || DY |l po@) + T + 1. We now fix
an arbitrary ball B € £2 with r(B) < 1, we consider the family {F,} constructed
in Section 5.1. This time we take 0 < ¢ < min{1/Ty, T'}/4 and define u, as the
solution to the auxiliary problem

Ug — min / Fe(x, Dw)dx . (11.1)
W+ Wy B)HNKy (B) /B

The existence of u, follows by standard theory, and the variational inequality

/ 0;Fs(x, Dug) - (Dw — Dug)dx >0 (11.2)
B

holds for all w € (u + WO1 Y(@) N Ky (B). Thanks to the y-polynomial growth
conditions in (5.14), we are now able to perform the linearization procedure used
in [43, page 237] i.e., we can rearrange (11.2) in the following way:

/ [0, Fe(x, Duy) - Do — £ - 9] dx =0 (11.3)
B

forall ¢ € Wé’y(@), where

fe(x) = _Qs(x)ﬂ{xe@: ue (x)=1(x)} div o, Fe(x, DY),

for some measurable density 0, : B — [0, 1]. Note that the definition of £, makes
sense in light of the fact that ¥ € W2n(£2) N WH2°(£2) and of the discussion
made at the beginning of Section 6 to prove (6.8). This implies that 9, F. (-, Dy) €
Wl*”(@; R™) and the usual chain rule formula holds as in Section 6, again thanks
to the results in [27]; see Remark 10 below. We then define the constant

gy (B) = llg3llLe@x0.7,)) + laC, DL

+ osup (0Pl + Ty 1 (11.4)
x€B,|z|€[0,Ty)

This quantity is always bounded as 9, F is in turn assumed to be locally bounded and
y 2 2, here we also use the fact that g3 is locally bounded as again described in the
statement of the Theorem. This is essentially the only place where such assumptions
come into the play. Elementary manipulations based on the first property in (4.4)
and (5.13)3, give

|£:()| < c(n, N, v, v, co)gy (B)ID* Y (x)] + h(x)]. (1L.5)
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Here we have also used that e < 1/ Ty to exploit the definitions in (5.3) and (5.9).
In turn, (11.5) gives

fe € X(B) with |[fellxs) < cllD*Vlxm) +clhlxm (11.6)

for all balls B € B, where ¢ = c(n, N, v, y, cv, gy (B)). Since u, verifies (11.3),
the strict convexity of Fg(-) prescribed by (5.6)4 implies that u, is the unique
solution of Dirichlet problem

Ug >  min / [Fe(x, Dw) — £, - w] dx . (11.7)
utW,” (@) /B

By (5.14) and (11.6), we see that problem (11.7) falls in the realm of those covered
by Proposition 12.1 in Section 12 below, therefore u. € W2 (B) N W2 (B).
This is exactly the information in (6.5) allowing to justify the all the subsequent
calculations in Section 6 in view of an application to solutions to (11.7). Moreover,
thanks to (11.5), the coercivity estimate (7.2) applied to the case of (11.7), becomes
| FeC-. Due) 1@y + 1 Duell}
-1 -1
< ClFC D)l + D2yl +ellnll iy Y +c (118)
thanks to (11.5). Using Proposition 6.6 when n > 2, and Proposition 6.8 when
n =2 (withu, =u and £, = f), we arrive at
[E ([ DuellLoos3))” + 1Ge(, [Due|) || Loe(sm)
IF G D)1 g + 1D Y M%) + 115 ) + 1] :
(11.9)

<_ ¢ [
(1 -9)Plx®)]P

where we have used (11.5) and (11.8). Here ¢ depends on data, [|A] ¢z, and
gy (B), but not on &. Notice that, accordingly to the content of Section 6 and in
particular recalling (6.28), estimate (11.9) does not hold for any ball, but it holds
provided r(B) < R, where, exactly as in (6.28), the threshold radius z R, depends
now also on A(-), Dyr(-) and gy (B). As for the dependence on this last quantity,
there is no vicious circle here since the set function £y +— gy (£2¢) defined in
(11.4) is obviously non-decreasing with respect to general open subsets 29 € 2
(specifically, fix £29 € £2, determine gy, (£20) asin (11.4) and proceed for every ball
B € 20 with radius r(B) whose smallness now depends on gy (£29)). Estimate
(11.9) can be now used to replace (7.12) in the approximation scheme of the proof
of Theorem 4.1, with ¢ = ¢;. The rest of the proof now follows exactly the proof
of Theorem 4.1 and leads to the conclusion, along with explicit a priori estimates
obtainable by (11.9) after a suitable passage to the limit. Note that also the argument
of (7.11) can be repeated verbatim, as the obstacle constraint involved here is still
convex. Indeed, note that here we are not passing to the limit in the linearized
problems (11.3), but rather directly in the obstacle problems (11.1); see for instance
[28, Section 5.5] and [43] for more details on such approximation arguments. 0O
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Remark 10. The linearization procedure leading to (11.7) has been first introduced
in [42], and it is usually employed assuming that i € W2(®B) [43]. A careful
examination of the proof reveals that ¥ € W2"(®B) N W% (®) suffices, that in
turn implies 9, Fx(-, DY) € W (®B; R"). For this, a first basic remark is that
the weak integration-by-parts formula [, he,, dx = — [}, h,¢ dx holds for every

i € {1,...,n}, whenever h € W”‘(CB) and ¢ € Wol’y(@), for some y > 1. In
turn, this follows by a standard density argument and Sobolev embedding in the
limiting case.

11.2. Proof of Theorem 1.8 and Additional Results

The proof of Theorem 11.1 offers a route to get the obstacle version of all
the other results presented in the unconstrained case; in particular, Theorem 1.8
follows. The key point is again to employ the linearization procedure used in [42,
43] to pass from a variational inequality as in (11.2) to an equation as in (11.3),
to which the estimates in the unconstrained case immediately apply. The whole
procedure then works provided the additional assumptions y = 2 and g3, 9., F €
L arein force as described in the statement of Theorem 11.1. With this path being
settled, the reader can now easily obtain the constrained extensions of all the results
presented in this paper. A few remarks are in order. First, notice that Theorems 1.1-
1.2 and Theorems 1.4-1.5 in the constrained version, are a direct consequence of
Theorem 11.1 and this can be checked exactly as in the unconstrained version. Next,
again as for the case of Theorem 11.1, Theorems 4.2 and 4.4 admit a constrained
reformulation. In turn, the former would imply a constrained version of Theorem
1.6. The latter would instead imply a first constrained version of Theorem 1.3,
where the bounds in (1.19) appear in the <-version; see also Step 1 of the proof
of Theorem 1.3. As for the full <-version in (1.19), it is then necessary to readapt
to the obstacle case the arguments from Step 2 and 3 of the proof of Theorem 1.3
in Section 10.2, along the lines of the proof of Theorem 11.1. In this respect, the
only worth mentioning difference is that the higher integrability lemmas 10.1 and
10.2 can be easily obtained in the setting of obstacle problems too, starting from
the arguments indicated here. For this see also [15]. Finally, note that in the case of
functionals with (p, g)-growth, including the double phase one in (1.10), verifying
the assumptions y = 2and 9,. F € L}y, boils down to assume that p = 2, as indeed
done in Theorem 1.8. The additional (micro)assumption on g3 in the statement of
Theorem 11.1 is instead satisfied in every case.

Remark 11. In Theorem 11.1 we can trade the assumption y = 2 with & > 0

(non-degenerate case). This eventually leads to constrained versions of Theorems
1.1-1.2 assuming that p > 1 instead of p = 2, provided it is u > 0.

12. Justification of a Priori Regularity

In this final section we justify the claim in (6.5), which is necessary to carry
out the rest of the estimates in Sects. 6 and 8. Keeping (5.6) in mind, we therefore
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consider a functional like (1.1), with the integrand F being convex in the gradient
variable, satisfying the structure condition (4.1)1, where we assume that F and F’
are continuous functions on £2 x [0, co) such that F (x,0) = 0, that 9, F, 0y F
are measurable and

t+ F(x,1) € C} [0, 00) forall x € 2
t F'(x,t) = a(x,t)t € Lip;,.[0, 00) forall x € 2 (12.1)
x> Fl(x,0) € Wl X)(2) for every 1 = 0.

The last condition means that |8xF (-, 1)| € X(82) for everyt = > 0, where X(£2) has
been definedin (1.9). In particular, this implies that x +— F’ (x,1) € Wh(£2). Asin
Section 6, we also assume that the set of non-differentiability points of t +— a(x, 1)t
is independent of x and that

vo(lz? + uH"? — ApY < F(x,2) < Az + u)r/?

0. F (x, 2)| < A(lz]* + p?) v =2/

vo(lz* + uH V221512 S 0. F(x, 2)€ - & (12.2)
|02 F (x, 2)| < Ah(x)(jz|* + p?)¥=D/2

f,h e X(82)

hold for every x € £2, and for every z € RV*", provided .. F (x, z) exists, and
ae.xandz, £ € RV inthe case of (12.2)4.In(12.2),itisy > 1,0 <vg < 1 < A,
0 < p £ 1. This functional is of the type considered in (6.2) by (5.14) and (5.23),
so that the claim in (6.5) is justified by the following:

Proposition 12.1. Let u < WIL’CV (£2: RN) be a minimizer of & in (1.1), under
assumptions (12.1)-(12.2). Then Du € L3, (£2; RN*"y and u e 1%)’3(.(2; RM).

Proof. The proof goes now in three different steps, where we essentially revisit and
readapt a few hidden facts in the literature. References [31] and [48] are particularly
relevant here. O O

Step 1: Regularized Integrands

We revisit the procedure we used in [31, Theorem 4, Step 1] and start fixing a
ball B € £2 such that r(B) < 1. We first extend F by even reflection making it de-
finedon 2 x R, i.e., F (x,t) = F (x, —t), and then we consider standard, radially
symmetric mollifiers ¢1 € CS°(B1), ¢ € CP(—1, 1), |l I wny = @20l L ry =
L, ¢1.5(x) := ¢1(x/8)/8",2.5(t) := ¢(2/3)/8, B3/a(0) C supp ¢1, (—3/4,3/4) C
supp ¢». With § such that 0 < § < (0, dist(B, 9£2)/2), we define

1
I:"g(x, 1) = / 1 /B I:"(x 4+ 8y, t 4+ 8s)p1(y)pa(s)dyds
- 1
hs(x) = (h * ¢1,5)(x)
forallx € Bandt € R.

(12.3)



1050 CRISTIANA DE FILIPPIS & GIUSEPPE MINGIONE

Lemma 12.2. If Fs(x, z) := Fs(x, (z)), where (z) := \/|z| + 82, then

Szl + 12 = e < Fs(x,2) < (|2 + ud)r/?
1022 Fs (x, 2)| < cr(|z> + ud) V=272

(2P + u) Y TIRER S 0, Fy(x, 2)E - &

9. Fs(x, 2)| < c;hs(x)(|2)* + udH =072

(12.4)

hold for every x € 2/, z,& € RN* yphere ¢, = ¢,(n, N, vg, A, y) 2 lisa
positive constant, and, as usual, it is s := u + 8. Moreover, we have

{ Fs(x,z) — F(x,z) uniformly on compact subsets of B x R" as § — 0
lhsllzsy < cllhllxB+sBi©)
(12.5)

whenever B C B is a ball such that B + § B1(0) € 2, where c is independent of §
and h(-).

Proof. The arguments we are going to use here build on those employed in [31,
Section 4.5]. The upper bound in (12.4); follows directly from the definition (12.3),
while the lower bound follows verbatim from [31, Section 4.5, last display], upon
replacing y — 2 there with y here, and taking the case n = 1 there. We now go for
(12.4)3. Denoting as(x,t) = Fg(x, t)/t for t # 0, we note that (12.4)3 follows
from

>+ uhH =22 < as(x, 1)

. 12.6
(2 4+ uH Y2 S ag(x, ) + aj(x, Dt = Ff/(x, 1) (120
for t = 8. This in turn follows by observing that
7102z
2o Fs (x, 2) = as(x, (@) yxn + as(x, (2))(z) (12.7)

(z)?

holds for every z € RV*" and recalling the arguments for (5.15)—(5.16) and
Lemma 6.1; also observe that (z)% + ;1,52 ~ |z]2 + ,ug. Here, as in the rest of
the proof of the Lemma, all the implied constants in the symbol < depend only
on n, N, vy, A and y, but remain otherwise independent of §. To prove (12.6)1,
note that Fs(x, t) is still such that Fs(x, 1) = Fs(x, —t) for every t € R so that
I:"‘S’(x, 0) = 0. Moreover, from (12.2)3, arguing as in (4.10), it follows that (2 +
uH =22 ~ F’(x, 1), for t # 0, provided F”(x,t) exists. From this and the
definition in (12.3), following again the same argument in [31, Section 4.5, last two
displays], we gain (t2~|—,u§)(7’_2)/2 < I:"(S”(x, 1), whichis (12.6),. In turn, integrating
this last inequality and using F(x, 0) = 0, yields (t* + 2)=2/2t/ max{1, y —
1} £ [o(s> 4+ puhH=212ds < Fj(x, 1) for t > 0, which is in fact (12.6); and
(12.4)3 is verified. We now derive (12.4),. By (12.7), it is sufficient to prove that
as(x,t) + lag(x, Ht| S (1% + Maz)(y—z)/z' For this we can again use the argument
in [31, Proof of (4.52)3] to start showing that |as(x, t) + agz(x, )t]| = II:“B”(x, DI
(12 +u) =272 fort = §. Therefore it remains to prove that @s (x, 1)t = Fj(x, 1) <
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(2 + u2)r=2/2. Again by Fj(x,0) = 0, it follows that F{(x,1) < [o(s*> +
,ug)(y’z)/2 ds < max{1, 1/(y —D}(>+ M%)(V’z)/zt, and this completes the proof
of (12.4);. For the proof of (12.4)4, note that this implies that |3, F'(x, 1)| <
Ah(x) (% + u?)Y=D/2_ from which (12.4)4 follows from the definitions in (12.3)
as for (12.4);. Finally, (12.5); is again an immediate consequence of the definitions
in (12.3) since Fis continuous; (12.5), follows from the definition of Lorentz and
L?(log L)*-norms and the boundedness of maximal operators in the corresponding
spaces.

We further define f5 € L®(£2; RN) as fs(x) := f(x)if |f(x)| < 1/8, and
fs(x) := 871 f(x)|7" f(x) otherwise. Finally, we let us € u + WOI’V(@; RNxm),
defined as the unique solution of the Dirichlet problem

us min / [Fs(x, Dw) — fs5 - w] dx .
weu+WJ’y((B;RN) B

Up until now, we have required that é is small enough to have § < dist(®8, 0£2)/2.
In the next step we shall choose additional smallness conditions on §. O

Step 2: Du € L (£2; RV*")  Thanks to (12.4), standard regularity theory yields

loc

Dus € L(B; RN*"), us € Wh2(B; RN) 128)

0. F3(x, Duy) € Wil (B; RYV7) '
see, for instance, [73]. We can therefore proceed exactly as in the proof of Proposi-
tion 8.2 arguing on the Euler-Lagrange — div 9, F5(x, Dus) = f5. This yields the
existence of 8o = §p(n, N, vo, ¥, A, h(:)) € (0, 1) and R, = R.(n, N, vy, y, A,

h(-)) < 1 such that the estimate

| Dus |l oo (s8)

c _
< @ LG Pl +1] +el g a29)
holds whenever s € (0, 1), provided § < min{8y, dist(B, 0§2)/2} and r(B) <
Ry, where ¢ = c¢(n, N, vg, A, y) = 1 is independent of 8. Indeed, the setting of
Proposition 8.2 applies with the obvious choices g1 .(f) = (t> + Mg)(y—z)/z/cr,
82.:(1) = (> + VIR g3 (1) = (> + uHY PP, h() = hs() and
T = us; note that (1% + ,ug)(y_l)/2 < V2 + ,ug)(y_z)ﬂt for t 2 us. Moreover,
the only qualitative properties of the solution us needed to argue as in Proposition
8.2 are those in (6.5), that are exactly those in (12.8). Therefore the whole set of
estimates developed there applies here verbatim once we observe that (5.13)3 in only
needed here whent 2 T, which is the case thanks to (12.4)4. Notice that, proceeding
as in Proposition 8.2, and recalling (8.10) (here applied with & = hs), the radius R,
here should exhibit a dependence on 4, and therefore ultimately on §. However, R,
can be made independent of 8, thanks to (12.5); by further taking § small enough,
and without creating vicious circles. Specifically, we arrive at (8.9) with the above
choice of gi¢, 82,¢, 83,6 and (8.10) turns out to be c|lhsllx@) < 1/6, where ¢,
is independent of § but only depends of data,. With the current choice of the
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parameters this means that c, depends only on n, N, vy, A, y, a. We use (12.5);
to reduce the last condition to ccy||h |l x@+sB,0)) < 1/6, where c is the constant
appearing in (12.5), and it is independent of §. Therefore, by absolute continuity
we find &g, Ry = 8o, R«(n, N, vg, y, A, h(-)) as described above, such that the
last inequality is satisfied. This allows us to set inequality (12.9) free from any
dependence on §. Next, using (12.2); and (12.4)1, and finally the minimality of ug
in (12.9), we gain

| Dus|l oo (s®)

c 1/y 1/(y—1)
< @ WFC POl + 1]+ el fig . (210

with ¢ being independent of §. From this, a standard convergence argument based on
(12.5); (see again the proof of Theorem 4.1) extracting a subsequence {us = us;}

such that us —* u weakly in W (s®; RV), leads to

| Dul| oo sy <

1 1 —1
1F G Dl + 1]+ el IS

C
[(1 —s)r(®B)]"Y [
As this holds whenever B € £2, Du is locally bounded.
Step 3: u € Wl (.Q R™) For this we shall revisit some arguments from [48,
Theorems 4.5-4. 6] We test the weak formulation of the Euler-Lagrange system

—div 3, Fs(x, Dus) = f5 by Dyp,fors € {1,...,n}and ¢ € C;°(B); integration
by parts yields

/ DS[BF(;(x,Du,;)}D(pdx:—/ fs - Dspdx . (12.11)
®B ®

We then take n € C3°(B/2; [0 1) withn = 1 in @/4 I DnllL~@) S 1/[x(B)],
and we define ¢ = ¢, 1= 7 2Dyus so that @ € Wo ((B, RY) and has compact

support in B. Using ¢ as test function in (12.11), summing over s € {1, - --n} and
taking (12.4) into account, yields

-
/ (1Dusl? + 12) T |D2us|Pn? dx
B
§C/n(|Dua| + 12) "2 | D?us|| Dus| | D] dx

+C/ha(|DMa| + 13) "2 0P Dus| + 0| Dl Dus|] dx

+Z/B|fallD<Ps|dX-
s=1

Estimating the third integral in a standard way (see for instance in [48, pag. 395])
we get

y=2
/ (1Dusl? + u2) T |D2us|Pn? dx
B
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< [ (@) / 01+ B21( Dus® + 1) dx
B

+clx@B ] fll 2@ 1 Dusll 22 + cll 2 107 DPusll 12 -
(12.12)

The involved constant ¢ only depends on n, N, v, A and y and is otherwise inde-
pendent of § € (0, 1). We now set M := sup; || Dus| oo (®/2) + 1, which is a finite
quantity by (12.10). We start considering the case y = 2, where we have

WD U513 gy S €l + ksl Ga gy (M? + 1) + el £l 2y M

+cll fll 2wy In* D2usl 2 ).
where ¢ = c(n, N, vo, A, y, (B)) and therefore, via Young’s inequality, we get

1D?us 11720 S 7 I+ sl g M2 + 17772

e N fll2@M + PN f 172 g
which is a uniform (with respect to §) local bound for {Dzu,s}:

||D2u3||L2(@/4) S c(n, Nyvo, v, A Il 2@y 1 f 2@y, ©(B), M, 1)
(12.13)

Inthecase 1 < y < 2, we can argue exactly as after (12.12), but replacing u by M,
thereby getting again (12.13). Starting from (12.13), using the same approximation
argument for the proof of Theorem 4.1 and in Step 2 here, we can let § — 0 (via
a subsequence) in (12.13) finally getting a local upper bound for D?u in L?. The
assertion then follows via the usual covering argument.
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