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Abstract

This paper is focused on a fast and reliable estimate of anchor energy losses from a Micro-Electro-
Mechanical System resonator, working at pressure in the order of the microbar, due to the scatte-
ring of elastic waves from the resonator into the substrate to which it is attached. The proposed
numerical method is based on the fundamentals of the analytical procedure employed to estimate
quality factors of resonators in the literature and consists in the modeling of the resonator by
Finite Elements and of the radiated waves dissipation into the substrate by collocation Boundary
Element Method. In order to simulate as quickly as possible an accurate response of the substra-
te in real time, we further consider H-matrix/vector product in the Boundary Element Method.
The proposed numerical approach results in a very small elapsed computational time and it will
therefore allow applications to real life engineering problems, targeted as future investigations.

Keywords: frequency-domain Boundary Element Method, Finite Element Method,
Micro-Electro-Mechanical System resonator, anchor losses, wave dissipation, H-matrix

1. Introduction

Micro-Electro-Mechanical System (MEMS) resonators are relatively new but surging compo-
nent of modern electronics and communication technologies in areas such as timing, navigation,
RF & wireless communications, gaming and personal electronics (see [1] and references therein).
In a MEMS resonator, its micromechanical structure is fixed on a substrate, much larger w.r.t.
the former. The resonator is periodically excited to one of its natural resonance modes at a single
frequency and a voltage signal is generated from its response periodic vibrations, during which
the structure exerts a time-harmonic stress on the foundation through its clamped region. Acting
as an excitation source, this time-harmonic stress results in an energy loss, commonly referred to
as anchor loss, due to waves traveling from the resonator to the substrate. The rate of the energy
dissipation is described by a quality factor Q, that standardizes the performances of the resonator
and is defined as the ratio between the maximum stored energy W and the energy lost per cycle
∆W , i.e.

Q := 2π
W

∆W
. (1)

An accurate estimate of Q is of fundamental importance, since it directly translates into infor-
mation about the performances of the resonator products, such as high sensitivities, better bias
stability, and improved frequency selectivity. Unfortunately, the evaluation of the anchor loss is a
very delicate point, since it involves not only the device (typically a volume less than 1 mm3), but
also the substrate. For this reason, a separation and transfer method has been developed [2] that
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decouples the MEMS structure and the substrate. Taking into account the negligible interference
between the vibrations in the device and the elastic wave propagation in the foundation, the classic
vibration theory is used to describe the elastic vibrations in the resonator with the anchor clamped
but suffering from a time-harmonic stress. In many applications, a closed-form expression for this
stress at the clamped region is known, as well as the maximum vibration energy Q stored in the
device. If one assumes that all the vibration energy entering the substrate is lost, i.e. it does not
return to the resonator, the foundation can be conceived as a semi-infinite medium, where the
time-harmonic displacement at the junction, corresponding to the stress from the vibrations of
the resonator, has to be computed in order to calculate ∆W .
Various methodologies have been addressed for providing analytical estimates of the energy loss,
even if they are based on simplifying assumptions which are generally difficult to quantify. In [3],
the energy loss from a cantilever resonator into a semi-infinite elastic medium is considered and
it is analytically quantified by comparing the vibration energy of the cantilever with the elastic
energy generated in the elastic medium by the shear force and bending moment acting at the root
of the cantilever. In [4], the authors provide an estimate of the energy loss associated to the elastic
wave transmission across the junction between two plates of differing widths but same thickness.
The case of a 3D cantilever beam attached either to a semi-infinite space or to a semi-infinite plate
of finite thickness is analytically investigated in [5]. All these techniques have been generalized
by using the framework of radiation tunneling in photonics [6, 7]. In conclusion, even if some
analytical estimates based on physical model simplifications have been given, the need of a robust,
fast and accurate numerical method is highly desirable.
From this perspective, even though some numerical techniques have been developed for the si-
mulation of the dissipation due to thermoelastic damping [8, 9], the issue of anchor losses is still
almost uninvestigated from the numerical point of view. The difficulty in the design of an efficient
and accurate numerical strategy lies in the fact that the substrate is virtually a semi-infinite me-
dium and, consequently, cannot be simulated with Finite Difference (FD) or Finite Element (FE)
analysis softwares. To overcome this drawback, one can draw from the large body of the literature
on the investigation of wave propagation in semi-infinite or infinite media, enriched by authors
who proposed numerical schemes based on the Boundary Element Method (BEM) in both time
(see e.g. [10, 11, 12]) and frequency-domain (see e.g. [13, 14, 15, 16, 17]), and on the coupling
between BEM and FEM (see e.g. [18, 19]).
Hence, in this work, following the fundamentals of some of the above recalled analytical proce-
dures, we develop an efficient approach, treating the microstructure with Finite Elements and
the unbounded substrate with Boundary Elements. In fact, it is well known that for problems
involving subregions with different geometrical properties, a natural approach is to combine FEM
and BEM within a unified computational model, thus making use of the advantages that both
methods offer. Further, the introduction of H-matrix/vector product in the BEM allows to speed
up the computation in the substrate and to give real-time and accurate numerical responses.
Let us note that a similar approach, where only a suitable one-shot coupling between FEM and
BEM is needed, was introduced and analyzed in [1] for 2D model problems, but not deeply nu-
merically investigated for 3D benchmarks, and using Perfectly Matched Layers (PMLs) instead of
BEM.
Let us finally remark that, treating microstructure and foundation as a unified BEM domain would
give rise to a nonlinear eigenvalue problem, whose solution can be obtained by means of several
approximations and with a sensibly heavy computational cost (see e.g. [20, 21]).
The paper is structured as follows: in the following Section we introduce the background differen-
tial model problem and its governing equations, then we describe the numerical FEM and BEM
modeling and the algorithm for quality factor evaluation in Section 3, while several numerical re-
sults related to both axial and bending modes are shown and discussed in Section 4. A conclusive
Section ends the paper.
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2. Background model problem and its governing equations

In a fixed Cartesian coordinates system x = (x1, x2, x3)
⊤, the frequency-domain elastic wave

equation for a homogeneous medium Ω ⊂ R3 (for simplicity we postulate the absence of body
forces) is given by

E

2(1 + ν)
∆u(x) +

E

2(1 + ν)(1− 2ν)
∇∇ · u(x) + ̺ω2u(x) = 0, (2)

where E is the Young’s modulus, ν is the Poisson’s ratio, ̺ is the mass density and ω is the circular
frequency. The unknown vector u(x) stands for the displacement field. Furthermore, ∆ and ∇

denote the Laplace and the Nabla operators, respectively.
Eq. (2) can be obtained from the combination of the following basic mechanical equations [22]:

∇ · σ[u](x) + ̺ω2u(x) = 0 (3a)

σ[u](x) = C : ε[u](x) (3b)

ε[u](x) =
1

2

[
∇u(x) +∇u(x)⊤

]
, (3c)

where σ[u](x) and ε[u](x) are, respectively, the second order stress and strain tensors, while C

is the fourth order stiffness tensor. In Eq. (3b) and in the following, the symbol ":" denotes the
double tensor inner product. Eq. (3a) is the momentum equilibrium equation; Eq. (3b) represents
the constitutive law of the linear elastic model and Eq. (3c) stands for kinematical relations.
If the boundary ∂Ω of the problem domain is decomposed as ∂Ω = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅
(ΓD stands for the Dirichlet boundary and ΓN stands for the Neumann boundary), the boundary
conditions of the elastodynamic problem are given by

u(x) = ū(x) on ΓD (4a)

t(x) = σ[u](x) · n(x) = t̄(x) on ΓN, (4b)

where the prescribed values are indicated by over bars and t(x) is the traction vector along the
boundary, whose unit outward normal vector in x is represented by n(x).

In the present work, Ω denotes a resonating MEMS attached to a much larger substrate. We
decompose Ω into a bounded subdomain ΩF, occupied by the resonator and by a hemispherical
portion of the foundation, and into its complement ΩB, which allows the elastic waves radiation
and dissipation, as depicted in a 2D section perspective in Figure 1. The FEM will be used to
discretize the problem in ΩF, while the BEM will be employed for the subdomain ΩB. The two
subdomains are supposed to be non-overlapping and the portion of the boundary shared by ΩF

and ΩB is the interface ΓI = ∂ΩF ∩ ∂ΩB. From now on, ΓF = ∂ΩF \ΓI and ΓB = ∂ΩB \ΓI are both
supposed traction free, i.e. t̄ = 0.
In a classical BEM-FEM coupling, continuity of the displacement field and equilibrium of the
traction field across ΓI are usually enforced through the following strong transmission conditions:

uF(x) = uB(x) on ΓI (5a)

tF(x) = −tB(x) on ΓI, (5b)

where the subscripts F and B indicate if a variable is related to the FEM or the BEM subdomain,
respectively. In the following we will use only (5b). In fact, since the FEM subdomain produces
forces related to the vibration mode of the resonator, the focus here is to apply these forces on the
BEM subdomain to estimate radiation loss. This approach is similar to the analytical one, but
avoids simplified formulas and can be applied to every type of structure.
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Figura 1: Spatial domain decomposition: original problem defined in the semi-infinite domain Ω (resonating MEMS
attached to a larger substrate) on the left; decomposition in the two non-overlapping subdomains ΩF (discretized
by FEM) and ΩB (discretized by BEM) on the right. The portion of surface shared by the two subdomains is the
interface ΓI.

3. The proposed numerical approach

3.1. Finite Element Modelling

In the FEM subdomain ΩF, the interface ΓI is considered as an essential boundary, i.e. the
displacement ū(x) is imposed on ΓI. The integral weak-form of the governing Eq. (3a) can be
written as:

− ω2

ˆ

ΩF

̺u(x) · v(x) dx+

ˆ

ΩF

σ[u](x) : ε[v](x) dx = 0 , (6)

where v(x) stands for a virtual displacement (weight function), which is assumed in the Sobolev

space H1
ΓI
(ΩF) :=

{
v ∈

[
H1(ΩF)

]3
| v(x) = 0 on ΓI

}
. Taking into account Eq. (3b), the final

form of Eq. (6) becomes

ˆ

ΩF

ε[u](x) : C : ε[v](x) dx = ω2

ˆ

ΩF

̺u(x) · v(x) dx . (7)

At this level, we employ a standard Galerkin finite element discretization. In this work, we choose
a partitioning of the domain ΩF into ten nodes tetrahedral finite elements. On this tessellation,
a set of basis functions is defined and used to interpolate each component of the solution and
of the boundary datum. The nodes of the mesh are chosen as interpolation points. Standard
FEM requires basis function from the Sobolev space H1(ΩF) [23]. According to the choice of
finite elements, we use standard piecewise quadratic polynomial basis functions, which are C0-
continuous across elements. By adopting these basis functions as weight functions, equation (7) is
discretized by

KuF = ω2
MuF, (8)

where M and K stand, respectively, for positive definite mass matrix and semi-positive definite
stiffness matrix, both real and symmetric, of the model, and the vector uF collects the nodal
displacement, both known and unknown, in ΩF ∪ ∂ΩF.
Let us note that the FEM matrices M and K are generated with linear computational cost and
require linear memory storage, i.e. O(NF) with NF being the total number of degrees of freedom
in the FEM subdomain.
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At first, we consider, excited in its axial/bending modes, a perfectly clamped isolated MEMS, i.e.
we impose ū(x) = 0 on ΓI and, remembering the already cited boundary condition t̄(x) = 0 on
ΓF, the generalized eigenvalue problem (8) is solved, by means of an iterative algorithm based on
Implicitly Restarted Arnoldi Method (IRAM) [24].
Then, taking into account the eigenvalue ω̃ of interest and related eigenvector ũF, in a post-
processing phase the corresponding traction t̃I

F
on the interface ΓI is evaluated and successively

used as Neumann boundary datum in the BEM subdomain.

Remark 1. Note that ω̃ can be considered as an approximation of the real part of the eigenfre-
quency of Eq. (2), conceived as a generalized eigenvalue problem on the whole domain Ω. The
choice of quadratic, instead of classical linear, finite element shape functions will allow to reco-
ver an accurate value of ω̃, which is a key point for the successive computation in BEM subdomain.

3.2. Boundary Element Modelling

In the BEM subdomain ΩB, the interface ΓI is considered as a natural boundary, i.e. the
traction t(x) = t̄(x) is imposed on ΓI. For any point x ∈ ΩB \ ∂ΩB, the Somigliana integral
representation formula of the unknown displacement field has the form

u(x) =

ˆ

∂ΩB

Uω(x,y) t(y) dΓy −

ˆ

∂ΩB

Tω(x,y)u(y) dΓy, (9)

where Uω(x,y) and Tω(x,y) represent the second order fundamental displacement and traction
tensors, respectively. Since we have only Neumann boundary conditions on ∂ΩB, and in particular
t(x) = 0 on ΓB, Eq.(9) becomes:

u(x) =

ˆ

ΓI

Uω(x,y) t̄(y) dΓy −

ˆ

∂ΩB

Tω(x,y)u(y) dΓy. (10)

Allowing x ∈ ΩB to approach the boundary with the help of a limiting process [25], since a
singularity occurs in y = x when x ∈ ∂ΩB, the frequency-domain Boundary Integral Equation for
the elastodynamic problem for smooth surfaces can be written in the form:

1

2
u(x) =

ˆ

ΓI

Uω(x,y) t̄(y) dΓy − (C.P.V.)

ˆ

∂ΩB

Tω(x,y)u(y) dΓy , (11)

where the second surface integral in the right-hand side has to be understood as Cauchy Principal
Value.
The discretization of Eq. (11), where ω = ω̃ is kept fixed, begins with a fine approximation of
∂ΩB using a system of three nodes triangular surface elements. Let us note that on ΓI the BEM
and FEM meshes have to coincide. The unknown displacement and the known traction fields over
each element are interpolated independently through shape functions. The functional background
compels one to choose shape functions belonging to L2(∂ΩB) for the approximation of t(x) and to
H1(∂ΩB) for the approximation of u(x). In the following, we consider linear interpolation shape
functions for the components of the displacement and constant shape functions for the components
of the traction. Finally, the surface mesh nodes are also used as collocation nodes. In this way,
we obtain the following linear system of equations

(
1

2
I+ D

)
uB = V t̄B, (12)

where I stands for the identity matrix, while D and V are complex influence matrices. In the
following, we denote by H the matrix of the BEM system, i.e. H = 1

2 I + D. In Eq. (12), uB and
t̄B stand for the unknown nodal displacement and the known traction vectors, respectively.
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Separating the degrees of freedom on ΓB from those on ΓI, such that uB = [uB

B
uI

B
]
⊤

and

t̄B = [0 tI

B
]
⊤

, yields:

[
HBB HBI

HIB HII

] [
uB

B

uI

B

]
=

[
VBB VBI

VIB VII

] [
0

tI

B

]
. (13)

In general, the square matrix H is non-symmetric (due to the collocation approach) and fully-
populated, with O(N2

B
) memory requirement, where NB is the total number of degrees of freedom

in the BEM subdomain. However, looking at Eq. (11), we note that the computation of the
entries of matrix H requires the evaluation of the tensor Tω(x,y) on ∂ΩB. In [13], it has been
shown that, as soon as x and y belong to the same plane (let’s say x3 = y3 = 0 for simplicity),
this Green’s tensor simplifies as

Tω(x,y) =




0 0 a r,1
0 0 a r,2

a r,1 a r,2 0


 , (14)

where the constant a depends only on E, ν, ̺, ω and r,i is the derivative of r := ‖x − y‖2 with
respect to yi. Since in our application ΓB is a large planar surface, the number of entries that we
have to compute in order to assemble the matrix H, composed by sub-blocks of the same type as
in the right-hand side of (14), is less than N2

B
/2. The storage, performed in sparse column format,

give some memory saving too, as we will in Section 4. Additionally, the matrix-vector product can
be performed with half computational cost w.r.t. purely quadratic one, by taking into account the
position of the non-zero entries of H. This is an essential task when an iterative method, typically
GMRES [26], is used to solve system (13).

Unfortunately, the rectangular matrix V does not have the same structure of H and it is dense,
but the RHS of Eq. (13) can be computed by replacing V with its H-matrix representation VH

and by taking advantage of the fast H-matrix/vector product, with logarithmic linear complexity
instead of quadratic complexity of the standard matrix/vector product [27].
The construction of the H-matrix representations of V requires a hierarchical subdivision of V

based on geometrical considerations. First, a hierarchical cluster tree TI is constructed based on
the boundary element mesh. At level 0, the cluster consists of the complete mesh. Each cluster
is recursively partitioned into two sons, until the clusters contain at most a prescribed number
nLEAF of elements. Each cluster-pair (X,Y ) defines a sub-block of the matrix, that is imposed to
the following admissibility condition:

max {diam X, diam Y } ≤ η dist(X,Y ), (15)

where diam X (resp. diam Y ) is the diameter of a block domain X (resp. Y ), dist(X,Y ) =
inf{‖x− y‖2, x ∈ X, y ∈ Y } is the Euclidean distance between the domains X and Y and η > 0
is the admissibility parameter of the method. Sub-blocks satisfying (15) are marked as admissible,
otherwise they are called non-admissible. The former are low-rank matrices and they are stored
in so-called outer-product form with a drastic reduction of their memory requirement; the latter
are full-rank matrices and they have to be stored as dense matrices with a cost of the order of
O(n2

LEAF
).

The crucial point for computing the H-matrix representation VH is an accurate and rank revea-
ling algorithm to perform low-rank approximations of the admissible blocks. In the case of 3D
elastodynamics, a good strategy is the vectorial generalization of the partially-pivoted Adaptive
Cross Approximation (ACA) [28], which firstly appeared in [29], was found independently in [13]
and recently used in the elasticity framework [14, 30]. This algorithm computes adaptively the
rank required to guarantee a prescribed accuracy εACA > 0, that represents a good measure not
only of the error on the approximation of the whole BEM matrix, but also of the accuracy of the
H-matrix/vector product, although computed in Frobenius norm [13]. Further, it has been shown
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in [13] that even though the H-matrix construction is not optimal in the case of Helmholtz and
oscillatory elastodynamic kernels, substantial memory savings are achieved in practice.
The H-matrix representation of V allows us to accelerate the computation of the RHS of Eq. (13).
The accelerated matrix/vector product is performed hierarchically by going through the H-matrix
representation. At the leaf level, there are two possibilities. If the block is marked as non-
admissible, the standard matrix-vector product is used. Otherwise, if the block is marked as
admissible, its low-rank approximation is used to reduce the cost of the standard matrix/vector
product.
It is known [31] that the storage requirement for the matrix VH is O(NB log (NB)). We mention
here that an efficient implementation based on an on-the-fly multiplication of the dense matrix V

with the vector t̄B gives a linear storage of V t̄B, but implies a full quadratic computational cost.
Hence, our approach turns to be faster as much less entries are computed.

To conclude, considering that matrix H is not represented as a hierarchical matrix but has a large
number of zero entries, even if the overall algorithm has still quadratic complexity, the amount
of memory and computational resources required to solve the system iteratively is by a factor of
60% smaller. Further, the evaluation of the RHS using the H-matrix representation of V helps in
reducing the elapsed time of the BEM computation, as it will be specified in the next subsection.

Remark 2. The choice of collocation BEM instead of a Galerkin BEM approach has been made
to avoid a double integration process in the construction of the entries of matrices D and V, in
order to reduce as much as possible the computational time of the BEM part of the one-shot
coupling with FEM. The drawback is the lack of a complete convergence theory as one can find
in the Galerkin setting. Anyway, based on numerical evidence, the relation between the order of
the meshsizes and the order of accuracy on Q will be highlighted in the sequel.

3.3. Quality factor evaluation

The numerical approach here proposed mimics the fundamentals of the analytical procedure
employed to estimate quality factors of resonators in the literature [3, 5, 32], but the influence of
the additional hemisphere makes the proposed approach more reliable than the analytical one. As
already described above, at first the clamped isolated MEMS is analysed imposing homogeneous
Dirichlet datum on ΓI. The eigenvalue problem (8) is solved using FEM, in order to compute the
frequency ω̃ corresponding to the desired mode. Then, the value of the maximum elastic energy
stored in the MEMS is estimated as

W =
1

2
ω̃2 (16)

and the evaluated parameter ω̃ is then considered fixed for the computation in the substrate,
i.e. in the BEM subdomain. Further, the corresponding traction t̃I

F
is successively computed as

projection of the stress state.
Then, remembering (5b), tI

B
= −t̃I

F
is imposed as Neumann boundary condition on ΓI for the

BEM problem in the substrate alone and uI

B
is computed by solving Eq. (12). To estimate the

quality factor (1), we use the values of the computed displacement uI

B
and traction tI

B
in order to

approximate the dissipation of energy ∆W in the substrate ΩB, defined as (see [1], page 259):

∆W := π

ˆ

ΓI

ℑ[u(x) · t(x)]dΓx . (17)

We remark that, because of the choice of linear interpolation shape functions for the components
of uI

B
and constant shape functions for the components of tI

B
, the dissipation of energy can be

nicely approximated in the following way:

∆W ≃
π

3

NΓI∑

k=1

|Ek| ℑ
(
tI

B,Ek
· Ĩ · uI

B,Ek

)
, (18)
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where {Ek, k = 1, . . . , NΓI
} represents the set of triangular surface elements approximating the

interface ΓI, |Ek| denotes the measure of the element Ek, the vector uI

B,Ek
collects the values of

the three components of the displacement field at the vertices of the triangle Ek, while the vector
tI

B,Ek
contains the three components of the traction at the mass center of Ek. Furthermore, in (18)

Ĩ stands for the matrix obtained by putting three identity matrices of order 3 side by side.

The above procedure is summarized in the following algorithm:

One-shot BEM-FEM approach for estimating anchor losses in MEMS resonators

1. Mesh the domain ΩF (meshsize hF) and consider quadratic shape functions for displacement
field

2. Mesh the surface ∂ΩB (meshsize hB ≃ hF) and consider linear and constant shape functions
respectively for displacement and traction fields

3. Compute the frequency ω̃ corresponding to the desired mode, solving the eigenvalue-
eigenvector discrete problem (8) using IRAM, in the FEM subdomain

4. Deduce the maximum elastic energy W stored in the MEMS with formula (16)

5. Compute the traction t̃I

F
on ΓI in the FEM subdomain

6. Impose tI

B
= −t̃I

F
as Neumann boundary condition on ΓI for the BEM problem

7. Compute the displacement uI

B
solving the linear system (12) using GMRES, in the BEM

subdomain

8. Approximate the energy dissipation ∆W using formula (18) with the computed uI

B
and tI

B

9. Evaluate quality factor Q using (1)

Note that the leading computational cost in the FEM subdomain, due to the use of IRAM ite-
rative algorithm for the numerical approximation of eigenvalues and eigenvectors, will be O(NF)
per iteration. On the other side, the principal computational cost in the BEM subdomain is the
numerical solution of (12) by GMRES, which involves NGMRES

2 O(N2
B
) + NB log (NB) operations,

where NGMRES is the number of iterations, choosing the H-matrix representation of V. The com-

putational cost saving percentage in using this representation is NB−log (NB)

(
NGMRES

2
+1)O(NB)

: the less the

iterations until convergence, the higher the elapsed time saving.
Numerical results, reported in the next Section, show an O(hB) accuracy in the approximation
of Q, as long as a careful numerical evaluation of the eigenfrequency ω̃ has been done. For this
reason, in the above algorithm we suggest to consider, having fixed hF ≃ hB, higher degree shape
functions in the FEM than in the BEM subdomain.
Finally, it’s worth noting that, in the performed simulations, for fixed meshsizes of order O(10−1)
the algorithm has furnished reliable estimates of the quality factor until an O(106) order of ma-
gnitude, but in this last scenario, huge quality factors have little engineering significance, since in
this case dissipative phenomena other than anchor losses usually dominate.

4. Numerical results

In this section, we focus on the 3D benchmark of a cantilever beam resting on a semi-infinite
space. A similar benchmark can be found in [1], but here we have considered a rectangular
transversal section, instead of squared, to generalize the geometry of the resonator. The sim-
ple configuration allowed us to compare numerical results with analytical estimates findable in
literature, but differently from the latter the proposed approach can be applied to every type of
structure.
The algorithm involves separate computations of the FEM and BEM local problems defined re-
spectively on ΩF and ∂ΩB. The FEM formulation has been implemented in a Fortran code,
developed at Politecnico of Milano, Italy. The Arpack [33] library coupled with the direct linear
solver Pardiso [34], has been employed for the extraction of eigenvalues and eigenvectors. This
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software has been used in black-box fashion. The BEM formulation has been implemented in a
prototype Matlab code, on the basis of the Fortran code in [35] and employing Matlab built-in
function GMRES for the solution of the BEM system, modified in order to take into account the
position of the non-zero entries of the matrix H. We have also implemented a Matlab software
library for hierarchical matrices, that offers data structures for clusters, blocks, low-rank matrices
and H-matrices, an algebraic compression scheme for non-local operators, based on the vectorial
form of the standard ACA, and an efficient algorithm for H-matrix/vector product.

4.1. Definition of the test problems

We fix the length of the resonator L = 10µm, its height H = 0.5µm and its width V = 1µm. The
interface between the MEMS and the substrate is the hemispherical surface of radius R1 = 1µm.
Further, we consider a truncated version of the foundation, bounded by the circle of radius
R2 = 5µm. Enlargements of the considered portion of the substrate have been taken into ac-
count, without giving significant improvement of the results. This happens because the recovered
displacements rapidly decay away from the resonator anchor, so that contributions of the neglected
part of the boundary ∂ΩB are vanishing. Hence, the choice of an external radius quintuple of the
internal one revealed a good choice in order to avoid spurious reflections, as it will be clear looking
at recovered displacements fields, allowing a smooth dissipation of the waves.
Both the cantilever and the substrate are made of silicon, with mass density ̺ = 2, 300 kg/m3 and
Young’s modulus E = 160, 000MPa. We choose the Poisson’s ratio ν = 0.33.
The surface ∂ΩB is discretized with 14, 342 three nodes triangular elements with size hB ≤
0.2141µm and 7, 298 collocation nodes, while the FEM volume ΩF is meshed with 9, 332 ten
nodes isoparametric quadratic tetrahedral elements with size hF ≤ 0.125µm and 37, 693 nodes:
the choice of such fine meshes will ensure good approximation properties, with discretization er-
rors of the overall procedure behaving at least linearly with the meshsize, and is allowed by the
fast approach here taken into account. Since non-matching FEM and BEM nodes are considered,
tractions computed at the FEM nodes have to be linked to their respective values at the BEM
nodes. In particular, we choose a linear interpolation scheme, where a variable on ΓI is computed
from the correspondent adjacent variables. This discretization leads to sparse matrices M and K

of size 27, 996×27, 996, H of size 21, 894×21, 894 and V of size 21, 894×43, 026. Even if the BEM
matrix H is not sparse, due to the presence of many trivial entries it is stored in the compressed
sparse Matlab column format, that allows to reduce the amount of memory by almost 20%. On
the other side, the matrix V is stored in full or H-matrix format.
In the following, we will numerical evaluate the quality factor Q related to the excitation of the
resonator in its axial and bending modes. In particular the axial mode indicates a cantilever
stretching along its principal axis, while the bending mode describes a cantilever flexion, as shown
in Figures 2 and 3 respectively.

Figura 2: Test problem. From the left to the right, cantilever beam excited in its first, second third and fourth
axial modes.
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Figura 3: Test problem. From the left to the right, cantilever beam excited in its first, second third and fourth
bending modes.

4.2. Cantilever beam excited in its axial modes

If the resonator is excited in its n-th axial mode, an analytical estimate for the quality factor is
provided in [7], i.e.

Q =
2

2n− 1

0.88

π

L2

V H
, n = 1, 2, ... (19)

On the other side, the theoretical eigenfrequency for a clamped cantilever beam is given by the
formula [1]:

ω̃ =
(2n− 1)π

2L

√
E

̺
. (20)

Linear system (13) is solved using a GMRES solver with tolerance εGMRES = 10−4 and it needs only
NGMRES = 10 iterations to reach convergence. In Table 1 we show, for n = 1, ..., 4, the analytical
estimates and the obtained numerical values of ω̃ and Q.
Let us observe that, using the above described FEM mesh, the maximum relative error obtained on
the eigenfrequencies is 3.6%; for this reason, we did not refine it anymore. The relative gap between
numerical and analytical quality factor is a little bit higher, but reasonable, for the meshsizes
adopted. Further, remembering formulas (1) and (16), we observe that a relative variation δ on ω̃
implies an expected at least 2 δ relative variation on Q w.r.t. the analytical estimate. Nevertheless,
for growing frequencies the influence of the additional hemisphere, w.r.t. the analytical procedure,
becomes greater, making the proposed approach more reliable than the analytical one.

n numerical Q analytical Q numerical ω̃ (rad/s) analytical ω̃ (rad/s)
1 127.12 112.05 1, 286, 000, 000 1, 310, 000, 000
2 34.82 37.35 3, 819, 000, 000 3, 930, 000, 000
3 16.76 22.41 6, 347, 000, 000 6, 550, 000, 000
4 13.80 16.01 8, 844, 000, 000 9, 170, 000, 000

Tabella 1: Numerical results for axial modes and related analytical estimates.

In Figure 4, 5, 6, 7, the magnitude of the three components of the displacement field computed
on the surface ∂ΩB, respectively for the first, second, third and fourth considered axial modes,
are depicted. As on can observe, in all cases, no spurious reflections can be noticed along the
circular truncation line on the substrate and a perfectly symmetric behavior of the solution can
be appreciated. Further, towards the truncation of the substrate the displacement is vanishing.
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Figura 4: Resonator excited in its first axial mode. Top view of the magnitude of the components of the computed
displacement field on the surface ∂ΩB.
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Figura 5: Resonator excited in its second axial mode. Top view of the magnitude of the components of the computed
displacement field on the surface ∂ΩB.
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Figura 6: Resonator excited in its third axial mode. Top view of the magnitude of the components of the computed
displacement field on the surface ∂ΩB.
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Figura 7: Resonator excited in its fourth axial mode. Top view of the magnitude of the components of the computed
displacement field on the surface ∂ΩB.

4.3. Cantilever beam excited its bending modes

If the resonator is excited in its n-th bending mode, the following analytical estimate for the
quality factor is reported in [7]:

Q =
3.9

cn

34

(2 kn L)4
L5

V H4
, n = 1, 2, ... (21)

where cn =
[
tanh2(kn L

2 )
](−1)n−1

with kn L , n = 1, 2, ... the positive solutions of the nonlinear

equation
cos(kn L) cosh(kn L) + 1 = 0 ; (22)

on the other side, the theoretical eigenfrequency of a perfectly clamped cantilever beam is given
by the formula [1]:

ω̃ = (kn L)
2 H

L2

√
E

12 ρ
. (23)

Linear system (13) is solved using a GMRES solver with tolerance εGMRES = 10−4 and it needs
only NGMRES = 10 iterations to reach convergence. In Table 2 we show, for n = 1, ..., 4, the
analytical estimates and the numerical values of ω̃ and Q. As one can see, here the maximum
relative error obtained on the eigenfrequencies is 7.2% and the obtained results on quality factors
are strictly adherent to analytical predictions (maximum relative gap 8%), except for the Q value
of the first bending mode, whose order of magnitude is O(106). In this scenario, algorithmic errors
could affect any numerical method, but it’s worth noting that huge quality factors have little
engineering significance, since in this case dissipative phenomena other than anchor losses usually
dominate.

n kn L numerical Q analytical Q numerical ω̃ (rad/s) analytical ω̃ (rad/s)
1 1.875 6, 723, 495 4, 743, 160 41, 910, 000 42, 320, 000
2 4.694 64, 919 62, 731 255, 930, 000 265, 250, 000
3 7.855 8, 631 8, 311 704, 880, 000 742, 790, 000
4 10.996 2, 335 2, 161 1, 349, 790, 000 1, 455, 610, 000

Tabella 2: Numerical results for bending modes and related analytical estimates.

In Figure 8, 9, 10, 11, the magnitude of the three components of the displacement field computed
on the surface ∂ΩB, respectively for the first, second, third and fourth considered bending modes,
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are depicted. As already observed in axial modes simulations, no spurious reflections appear along
the circular truncation line on the substrate and a perfectly symmetric behavior of the solution can
be appreciated. Further, towards the truncation of the substrate the displacement is vanishing.
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Figura 8: Resonator excited in its first bending mode. Top view of the magnitude of the components of the
computed displacement field on the surface ∂ΩB.
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Figura 9: Resonator excited in its second bending mode. Top view of the magnitude of the components of the
computed displacement field on the surface ∂ΩB.
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Figura 10: Resonator excited in its third bending mode. Top view of the magnitude of the components of the
computed displacement field on the surface ∂ΩB.
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Figura 11: Resonator excited in its fourth bending mode. Top view of the magnitude of the components of the
computed displacement field on the surface ∂ΩB.

4.4. H-matrix based memory saving and acceleration

To assemble the hierarchical representation VH of the matrix V, a hierarchical cluster tree is
constructed with a minimum number of elements nLEAF = 100, resulting in 31 clusters and 10
cluster levels. The parameter η = 3 is used in the admissibility condition (15) with, consequently,
894 full-rank and 1,468 low-rank block clusters in the block cluster tree. In Figure 12, on the
left, we give an illustration of the block repartition in the H-matrix VH, that does not depend on
the angular frequency ω̃ and consequently is the same for all the considered modes, in order to
better point out how the choice of η leads to large low-rank blocks (light/ cyan blocks) and small
full blocks (dark/ pink blocks). Since this structure depends on the mesh of BEM domain, in
Figure 12, on the right, we show the triangulation of ∂ΩB. The threshold εACA = 10−4 is used in
the ACA algorithm to compute the low-rank approximations. This last parameter is responsible
of the memory saving.
To test the accuracy of our method when the H-matrix representation of the matrix V is used to
accelerate the coupling, we introduce the relative error

EQ,H :=
|Q−QH|

|Q|
, (24)

associated to the approximate quality factor QH, with respect to the the quality factor Q evaluated
with the standard BEM-FEM coupling. In Table 3, we report these quantities for the four axial and
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the four bending modes considered in the previous sections. Additionally, we focus our attention
on the percentage of the memory saving, defined as

ms(%) := 100 ·

(
1−

storage(VH)

storage(V)

)
. (25)

As we expected, we observe an error lower than 10−3; this is not surprising since, as we have already
remarked, εACA gives us an a priori estimate on the precision of the H-matrix/vector product.
In Table 3, it is also visible the high memory saving obtained with the H-matrix compression
technique. We remark that approximately only the 10% of the entries of the original matrix V (of
size 21,894×43,026) is needed in its H-matrix representation.

Figura 12: Resonator excited in its first four axial or bending modes. H-matrix representation of the matrix V

(left), corresponding to the mesh of the BEM subdomain (right). The light/ cyan blocks are stored as low-rank
matrices, while the dark/ pink blocks are stored as full matrices.

n EQ,H ms

ax
ia

l

1 1.91E − 07 89%
2 1.36E − 06 89%
3 1.14E − 08 88%
4 9.24E − 07 88%

b
en

d
in

g 1 3.93E − 04 89%
2 2.46E − 05 89%
3 1.51E − 06 89%
4 1.34E − 05 89%

Tabella 3: Resonator excited in its first four axial and bending modes. Errors and memory saving for the acceleration
of the computation in the BEM subdomain, with the H-matrix approximation of the matrix V.

Remark 3. Recalling that elapsed time measurements are code-, software- and computer-
dependent and that the FEM part of the algorithm has been implemented in Fortran language,
while the BEM part of the algorithm has been implemented in Matlab, we report here results for
the first axial mode simulation (the other cases are similar). The FEM computation is performed
in few seconds, from tF ≃ 1.0 s to tF ≃ 5.0 s according to the platform. The BEM computation,
run on a Windows10 HP Z620 Workstation with two Intel(R) Xeon(R) CPU E5-2620 0 processors,
32Gbytes of RAM, requires tB ≃ 11.6 s. This last value is reduced to tB,H ≃ 9.6 s, with an elapsed
time saving of nearly 20%, when we use the H-matrix approach for the generation of the RHS of
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the BEM linear system. Hence, BEM turns out to be really competitive with FEM. Let us remark
that the reported BEM results have been evaluated calling the most robust Matlab function in
use, which is based on multiple calls and takes the median of all measurements, and they are
in perfect agreement with the results in [13], where a deep investigation of the performances of
the complexity in terms of CPU time of H-matrix based iterative solvers has been presented for
3D frequency-domain elastodynamic problems. Summarizing, we can assert that the proposed
procedure has an overall negligible time cost.

5. Conclusions

The spread of MEMS in the consumer world recently triggered a revolution of user interfa-
ces in gaming, mobile phones and navigation. Similarly, in the near future, new generations of
sensors and actuators will dramatically impact our lives and will enable the evolution of Internet
of Things in its different declinations such as Smart City, Home, Farming, Objects and Driving.
These innovative MEMS come with a cost, i.e. an increase of the device complexity. Outstanding
performances demand a novel systematic approach for the design of multiphysics MEMS. The
description of the dynamical behavior of MEMS devices like gyroscopes, micromirrors, loudspea-
kers and energy harvesters generates time-dependent, nonlinear, multi-physics models including
electromagnetics, piezoelectricity, fluid-structure interaction. Problems are set on intricate geo-
metrical configurations and burdened by uncertainties on material parameters and fabrication
imperfections. This makes traditional full-order simulation strategies extremely expensive, if not
infeasible. In particular an agile a priori estimation of dissipation is of paramount importance in
order to mitigate power consumption. Anchor losses have been clearly identified as one of the
main sources of dissipation in main MEMS families like resonators. Costly simulation strategies
have been proposed in the literature, but research is still active in the field.
In this paper, we have presented a fast one-shot BEM-FEM approach for estimating anchor losses
in MEMS. This method turns out to give reliable evaluations of the quality factor of the resona-
tor, that gives us information about the performances of the device, as long as other dissipative
phenomena other than anchor losses dominate. In order to reduce as much as possible the elapsed
computational time in the BEM subdomain, we have studied the structure of the matrices involved
and we have used the fast H-matrix/vector product, that allows to accelerate the computation
of the RHS of the BEM linear system. We have compared and discussed the Q values obtained
by the proposed approach w.r.t. analytical predictions, based on physical model simplifications,
provided in literature for the configuration of a cantilever beam resting on a semi-infinite space,
excited in its both axial and bending modes. The accuracy of the method and the small observed
elapsed times will allow the analysis of real-life MEMS resonators, as above recalled, which will
be targeted in future investigations.
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