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Impact of the interplay between mode dispersion
and Kerr effect in SDM optical networks

Nicola Sambo, Chiara Lasagni, Member, IEEE, Paolo Serena, Senior Member, IEEE, Piero Castoldi, Senior
Member, IEEE, and Alberto Bononi Senior Member, IEEE

Abstract—Space division multiplexing (SDM) – such as based
on multi-mode fibers – is under investigation to support the
growing capacity demands. In optical networks, the estimation
of quality of transmission (QoT) is a fundamental control task
to identify the most suitable transmission parameters (e.g.,
modulation format) to meet proper spectral efficiency while
satisfying the required optical reach. The Gaussian Noise (GN)
model is widely adopted for QoT estimation. However, the basic
version of the GN model does not account for the interplay
between mode dispersion and the Kerr effect.

In this paper, we investigate the impact of mode dispersion on
SDM networks exploiting strongly coupled modes, through an
extended GN model. Network performance analysis is evaluated.
First, an analysis of the achievable information rate (AIR) with
Gaussian data statistics is presented. Then, a network capacity
analysis is shown constrained to a set of supported modulation
formats and a fixed symbol rate. Finally, blocking probability is
studied with the same set of supported modulation formats with
variable symbol rates. The presented network analysis shows
that accounting for mode dispersion increases the throughput
considering: i) Gaussian data statistics, ii) different modulation
formats. Moreover, the blocking probability analysis shows a
blocking reduction when mode dispersion is considered in the
physical layer modeling.

Index Terms—SDM, multi-mode fibers, multi-core fibers, mode
dispersion, GN model, Gaussian noise model

I. INTRODUCTION

NETWORKS based on space-division multiplexing
(SDM) with parallel fibers, multi-core (MCFs), or multi-

mode fibers (MMFs) are under investigation to support the
growing capacity demand [1]. Assuming the availability of
amplifiers to handle multiple modes/cores, MCFs or MMFs
– with respect to parallel fibers – permit to adopt a single
amplifier for all the available space dimensions over the same
fiber [2]–[5]. Several limitations have already been resolved,
such as linear inter-modal crosstalk and the different delays
among the modes and the polarizations, i.e., mode dispersion
(MD), that are efficiently equalized by multiple-input multiple-
output (MIMO) coherent receivers [6], [7]. The complexity
of the MIMO does not seem to be a limiting factor, even
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Chiara Lasagni is with Università degli Studi dell’Aquila, L’Aquila, Italy.
Paolo Serena and Alberto Bononi are with Università degli Studi di Parma,

Parma, Italy.
C. Lasagni, P. Serena, and A. Bononi are also with the CNIT National

Laboratory of Advanced Optical Fibers for Photonics (FIBERS), 67100
L.Aquila, Italy.

Manuscript received December 11, 2024.

in submarine applications [8]. As a matter of fact, commer-
cial add&drop multiplexers are already available handling 15
modes with multiplane light conversion technology [9], [10].

Several investigations then focused on transmission mod-
elling. Quality of transmission (QoT) studies have been per-
formed extending the widely adopted Gaussian Noise (GN)
model [11], [12] to account for the novel modal (spatial)
dimension [13] and for inter-modal crosstalk [14], [15]. The
GN model is conservative, aiming at assuring that established
channels do not experience worse physical layer performance
than the estimated ones, thus avoiding possible outages.
Conservative assumptions are typically adopted by network
operators, as an example through network margins to account
for time-variant or traffic dependent effects [16], [17], such
as aging or environmental effects. Network margins aim at
assuring that established channels do not experience outages
during their life, even if physical conditions get worse.

Despite its wide use, the basic GN model does not account
for the interplay between MD and the Kerr nonlinearity among
the propagating optical modes. Such an interplay has been
shown in the limit of high MD [18] to be beneficial in strongly
coupled fibers to mitigate the nonlinear effect, provided that
linear MD is fully compensated at the receiver. An extension of
the GN model to include arbitrary values of MD in strongly
coupled SDM fibers has been recently shown and validated
in [19], with both a semi-analytical and a simplified formula.
The corresponding model has been called the ergodic GN
model. Since MD in fibers supporting SDM is much higher
than the polarization mode dispersion (PMD) experienced
by single-mode fibers (SMF), by factors up to hundred of
thousand times higher [8], its implications on networking are
an open research problem.

SDM then has been studied considering networking aspects
and significant effort was spent on routing, spectrum, and
space-dimension assignment strategies [20]–[27]. Such strate-
gies typically rely on a QoT estimation which accounts for
the crosstalk among cores or (groups of) modes. Nevertheless,
these studies overlooked the networking implications (e.g., on
network capacity) derived from the mitigation of nonlinear
effects due to MD.

In this paper, which is an extended version of [28], we
exploit the MD-aware ergodic GN model [19] to investigate
the gain brought by MD in improving the performance of an
SDM network working in a strong coupling regime. Although
such a regime implies that the spatial modes are routed
together, the MD/Kerr interaction brings some benefits. We
will investigate them in network environments from different
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Figure 1: Sketch of transmission impairments. The FWM generates a complex NLI at a given time epoch, here described by the
thick arrows, that linearly accumulates during propagation under perturbative assumptions. The linear mode crosstalk mitigates
the strength of the accumulation by the Manakov correction factor. The dispersive effects like mode dispersion mitigate the
accumulation, through a spatial decorrelation of the NLI during propagation.

perspectives. First, the sub-optimal case of complex Gaussian
data statistics will be analyzed when varying the number of
modes and the amount of mode dispersion. Then, the network
capacity will be analyzed in a network supporting multi-
ple modulation formats at a fixed symbol rate: polarization
multiplexing N -ary quadrature amplitude modulation (PM-
NQAM), with N = 8, 16, 32, 64, and PM-quadrature phase-
shift keying (PM-QPSK). Finally, blocking probability will be
studied in the presence of multiple modulation formats and
symbol rates, also when varying network margins. Differently
from [28], a closed-form for the MD-aware GN model is here
adopted, and a detailed analysis of the physical layer and of
connection blocking probability is provided. The networking
analysis carried out will show that the consideration of mode
dispersion leads to a more accurate estimation of network
capacity, which can be increased.

II. PHYSICAL LAYER MODELLING

In an SDM network, the information is spread in all
the degrees of freedom, i.e., time, frequency, and space.
In particular, the propagating spatial modes experience both
linear and nonlinear effects within the optical fibers. The
general idea is sketched in Fig. 1. The nonlinear Kerr effect
induces four-wave mixing (FWM) among the frequencies
constituting the propagating signal. As a result of FWM,
a nonlinear interference (NLI) appears in each infinitesimal
section of the fiber. Under perturbative assumptions, valid
with moderate Kerr effect, the received NLI is the sum of
all the local NLIs and, in absence of linear effects, would
accumulate coherently during propagation. This pessimistic
picture is changed by the presence of linear effects. First, SDM
transmissions experience linear modal crosstalk which can be
induced by design, e.g., by using a multi-core fiber working in
the strongly-coupled regime with small inter-core distance, or
by random longitudinal imperfections in the fiber. In any case,
the presence of linear crosstalk among optical modes induces
a quick mixing that can be safely averaged over the typical
length scale of the other fiber effects, as per the Manakov
equation. As a result, the NLI still accumulates coherently, but
with a smaller strength [18]. Such a reduction is more efficient
when increasing the number of modes Nm. As a reference, we
focus on a strongly coupled multi-core fiber transmission. The

NLI variance σ2
NLI without MD on a given channel scales as:

σ2
NLI(Nm) ∝ (γκ)2(2Nm + 1) ∝ 1

2Nm + 1
(1)

where we used the scaling for the Kerr coefficient γ equal
to γ(Nm) = γ0/Nm, γ0 being the nonlinear coefficient of
a single core, and the scaling κ(Nm) = 4

3
2Nm

2Nm+1 for the
Manakov correction factor [18]. The factor 2Nm + 1 in (1)
is related to the scaling of the NLI variance with the number
of interfering spatial channels [18], [19]. Overall, (1) suggests
a variance reduction inversely proportional to the number of
modes.

Second, the presence of dispersive effects, such as MD,
induces a channel walk-off that breaks the coherent accumula-
tion during propagation in favor of a partially coherent one. In
this way, the total NLI power grows more slowly with distance,
see the rightmost graph in Fig. 1, thus making any dispersive
effect beneficial, provided that its linear equalization through
a MIMO is possible. When the walk-off effect induced by MD
is large, the accumulation becomes essentially incoherent, thus
yielding the NLI variance to grow linearly with the distance
z. The interplay between MD and the Kerr nonlinear effect
is quite complex, generating a non-monotone behavior of the
general NLI variance with the spatial mode dispersion (SMD)
coefficient [19], i.e., a measure of the group delays spread
among the strongly coupled modes [8], [19]. While in SMFs
such interaction has no practical implications since the SMD
coefficient, also known as PMD coefficient, is very small
in modern fibers, the case is completely different in fibers
supporting SDM where the SMD coefficient usually takes
values hundred of times higher [8], [29]. It is worth noting that
an SMD coefficient minimizing the cross-phase modulation
(XPM) variance exists, of value around 8 ps/

√
km [19]. Such

a value is thus a benchmark value to investigate the potential
of MD in improving the network performance.

Though the interaction between Kerr effect and MD is
random because of the random birefringence, making the NLI
variance a random variable as well, in [19] it was shown that,
at the typical values of SMD, the residual randomness of the
NLI variance is of limited importance in strongly coupled
SDM networks, such that the average (wrt birefringence) NLI
variance is a reliable QoT factor, and a formula to estimate it
was proposed. The generalized signal-to-noise ratio (GSNR)
– here adopted as figure of merit for QoT – after ideal MIMO
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is thus:

GSNR =
P

σ2
ASE + E [σ2

NLI]
(2)

with P signal power, σ2
ASE the variance of amplified spon-

taneous emission noise introduced by the optical amplifiers,
σ2
NLI the NLI variance, with E its statistical expectation with

respect to the random birefringence. A closed formula for such
an average variance has been proposed in [19], thus extending
the closed-form GN model [13] to include MD, hereafter
called the ergodic GN model, and validated in selected cases.

We applied the closed-form ergodic GN model to estimate
the impact of MD on the GSNR in selected case studies . Fig.
2(a) shows the GSNR estimated after a single span of length
80 km of an SDM transmission with Nm = 2 and 16 strongly-
coupled spatial modes carrying complex Gaussian-distributed
symbols. In each mode we sent a WDM comb filling the whole
C-band with symbol rate 64 Gbaud and spacing 75 GHz. The
optical link used an amplifier with noise figure 6.5 dB, a
span loss of 17.6 dB, chromatic dispersion 17 ps/nm/km, fiber
nonlinear index n2 = 2.5 · 10−20 m2/W, Manakov correction
factor as in [18, eq. (65)]. Since the MIMO is not the focus
of this work, at the receiver side we applied an ideal least-
square based MIMO, hence with a number of taps equal to
the number of symbols, to completely suppress any linear
impairment. The ergodic GN model accounted for both self-
phase modulation (SPM) and XPM. The plots in Fig. 2 show
that for increasing channel power P , the NLI variance grows
with P 3 and eventually becomes the dominant impairment,
inducing the typical bell shape of the GSNR. The main novelty
is that we are able to quantify the improvement brought by
MD, which is higher for high mode count Nm, as shown in
Fig. 2(a). The GSNR improvement with Nm is monotone,
as visible in Fig. 2(b) where we concentrated on the power
maximizing the GSNR, i.e., ∆GSNR is the improvement in
the maximum GSNR with/without MD. Such improvement in
the GSNR has a mild dependence on the chosen symbol rate,
as shown in Fig. 2(c) at 48, 64, and 76.8 Gbaud with Nyquist
channel spacing. On the contrary, similar relative variations in
the SMD coefficient are more relevant, making the impact of
MD of larger importance.

The GSNR can be converted into an achievable information
rate (AIR). In this work, we evaluate AIR by using the
Shannon formula, which, according to mismatched decoding
[30], is an achievable limit by a detector optimized for an
additive white Gaussian noise channel with the same GSNR.
Although the (unknown) capacity of the link is higher, the
simple knowledge of the GSNR of the adopted mismatched
decoding rule makes the Shannon formula a practical and
reliable QoT parameter normally adopted in the literature. For
each polarization tributary, the AIR of the discrete equivalent
channel model is thus:

AIR = log2 (1 + GSNR) [bits/symbol]. (3)

In this framework, in the next section we evaluate the
network capacity accounting for the physical layer impair-
ments by taking into account the gain brought by MD in
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Figure 2: Full C-band transmission of Nm strongly-coupled
spatial modes over a single span. (a) GSNR vs. channel power
for different values of the SMD coefficient. (b) Increase of the
maximum GSNR value due to mode dispersion for different
number of modes. (c) Same as (b), but for variable symbol
rates.
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mitigating the fiber nonlinearities, usually neglected in the
literature because of their high simulation complexity.

III. NETWORK CAPACITY ANALYSIS

The network performance is evaluated on two network
topologies: the mesh 30-nodes-Spanish backbone shown
in [31] with link length values ranging from 80 to 320 km
and a ring of 20 nodes with 50-km links. The impact of MD
is evaluated at SMD coefficients of 3 and 8 ps/

√
km. Channel

power is optimized according to [32]. First, an analysis of the
AIR with complex Gaussian-distributed data is carried out.
Then, the AIR constrained to the support of a specific set of
modulation formats is evaluated considering a fixed symbol
rate. Finally, blocking probability is analyzed assuming fixed
connection rate requests.

A. Shannon assumptions: Gaussian-distributed data

The AIR is computed with a GSNR including nonlinear
effects in the presence of mode dispersion (3 or 8 ps/

√
km)

and without it. GSNR is computed assuming 64-Gbaud symbol
rate and 75-GHz channel spacing. Fig. 3 shows the AIR in
bits/symbol averaged on all the possible network paths over the
mesh (Fig. 3a) and the ring (Fig. 3b) topologies vs. the number
of SDM modes. In particular, the AIR is the achievable
information rate per mode and per polarization. We note that
the inclusion of MD implies a higher GSNR, thus a higher AIR
. The AIR increases with mode dispersion and with the number
of modes offered by the fiber spans. In general, the mesh
network can achieve a higher capacity since the ring presents
a more limited connectivity implying longer routes. As an
example, in the mesh topology with 16 modes, AIR is 8.37
bit/symbol (per polarization and mode) without considering
mode dispersion, while it is 8.55 bit/symbol with an SMD
coefficient of 8 ps/

√
km. Consequently, in the case of coded

channels approaching the channel capacity, for instance with
adaptive code rate and probabilistic shaping, MD improves the
capacity of a single spatial super-channel by around 368 Gb/s
with 16 modes, two polarizations, and 64 Gbaud symbol rate

B. Achievable network capacity constrained to multiple mod-
ulation formats and fixed symbol rate

Evaluations on network capacity are carried out consid-
ering fixed symbol rate and a set of possible modulation
formats, each one supporting a specific gross rate per mode
(assuming 64-Gbaud symbol rate). Each modulation format,
to be acceptable, requires a minimum GSNR value, thus
requires that GSNR is above a threshold TH ′. In this paper,
we assume minimum GSNR values TH’ as in [33], which
are selected to achieve a bit error rate lower than 10−3.
Moreover, minimum GSNR values may also include margins,
typically adopted by network operators to account for effects
not considered in the QoT estimation model [16], [17]: e.g.,
aging, model inaccuracies. Thus, we assume that a given
modulation format is supported by a route if the associated
GSNR is above the threshold TH , defined as TH = TH′+M ,
with M the conservative margins (in dB). Table I summarizes

5 10 15

Number of modes

7

7.5

8

8.5

  
  

  
  

  
  

  
  

  
 A

v
e

ra
g

e
 P

a
th

  
A

IR
 [

b
/s

y
m

b
] 

  
  

  
  

  
  

 

No Mode Dispersion

Mode Dispersion: 3 ps/  km

Mode Dispersion: 8 ps/  km

(a)

5 10 15

Number of modes

7

7.5

8

8.5

  
  
  
  
  
  
  
  
  
 A

v
e
ra

g
e
 P

a
th

 A
IR

 [
b

/s
y
m

b
] 

  
  
  
  
  
  
 

No Mode Dispersion

Mode Dispersion: 3 ps/  km

Mode Dispersion: 8 ps/  km

(b)

Figure 3: Average path AIR in: (a) the mesh topology; (b)
the ring topology.

Table I: Assumed modulation formats: line rate per mode for
64-Gbaud symbol rate and GSNR threshold (TH’).

Modulation Supported rate TH’
format per mode

PM-64QAM 768 Gb/s 24.6 dB
PM-32QAM 640 Gb/s 21.6 dB
PM-16QAM 512 Gb/s 18.6 dB
PM-8QAM 384 Gb/s 16 dB
PM-QPSK 256 Gb/s 12 dB

the considered modulation formats with the associated gross
rate per mode and the assumed TH’ on GSNR. Preference
will be given to the selection of higher-order modulation
formats, which are more spectral efficient. Connection requests
follow a Poisson distribution with mean inter-arrival time 1/λ
and a holding time exponentially distributed with average
1/µ = 250s. Network load (λ/µ) is varied through λ. Path
computation is performed with load balancing as in [34] and
spectrum assignment is first fit. Each connection is switched
over a bandwidth of 75 GHz. Depending on the selected path,
the most spectral efficient modulation format supported by
the computed GSNR over that path (with or without mode
dispersion) is chosen, by comparing GSNR against TH values.
Then, based on the modulation format, a connection carries
a specific rate, as previously mentioned. Table II shows the
average overall rate supported by the network considering or
not mode dispersion (8 ps/

√
km), assuming 12 modes in the

two network topologies with M=1 dB.
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Table II: Average overall network rate [Tb/s] with margin M=1 dB in the: (a) mesh topology; (b) ring topology.

No Mode Dispersion 8ps/sqrt(km)

100 Erlang 702.8 Tb/s 727.1 Tb/s

150 Erlang 1058.5 Tb/s 1095.0 Tb/s

200 Erlang 1404.4 Tb/s 1452.8 Tb/s

250 Erlang 1731.2 Tb/s 1789.2 Tb/s

No Mode Dispersion 8ps/sqrt(km)

100 Erlang 783.9 Tb/s 805.8 Tb/s

150 Erlang 1180.6 Tb/s 1213.5 Tb/s

200 Erlang 1567.9 Tb/s 1611.6 Tb/s

250 Erlang 1959.9 Tb/s 2014.5 Tb/s

(a) Overall rate in the meshed topology (b) Overall rate in the ring topology

The overall rate increases with the network load since
more connections are active in the network. Mode dispersion
permits to increase the overall capacity. Indeed, the higher
GSNR values allow using higher-order modulation formats.
The improvement can be estimated by modifying the GN
model as in [19], at comparable computational effort. As an
example, in the ring topology, with 150 Erlang, an increase of
36.5 Tb/s is supported by the network.

C. Blocking probability in the presence of multiple symbol
rates and modulation formats

In this subsection, a networking analysis is carried out
assuming fixed-rate connection requests. Traffic load is varied
as in Sec. III-B. The reference rate is 9.2 Tb/s, achievable
with PM-64QAM and 64 GBaud in the presence of 12 spatial
modes. In the case of PM-64QAM and assuming a Nyquist
bandwidth, the assumed switched bandwidth is 75 GHz. In
case a lower-order modulation format is required to be selected
when GSNR is below the associated threshold, more carriers
or the tuning of symbol rate may be required in order to meet
the requested bit rate of 9.2 Tb/s. As an example, with PM-
8QAM, such a bit rate is achieved with 64-GBaud symbol
rate and 2 carriers, thus requiring more bandwidth than PM-
64QAM.

We then studied the blocking probability versus network
margin M . Table III shows the assumed transmission pa-
rameters required to achieve the target bit rate: modulation
format, symbol rate, number of carriers, and spectrum slot
width (which, for the ITU-T flex-grid, is a multiple of 12.5
GHz). Note that GSNR depends on the assumed symbol rate.

Table III: Modulation format, symbol rate, number of carriers,
and spectrum slot width to achieve 768 Gb/s gross rate per
mode, and associated TH’.

Modulation Symbol Number of Spectrum TH’
format rate carriers slot width

PM-64QAM 64 Gbaud 1 75 GHz 24.6 dB
PM-32QAM 76.8 Gbaud 1 87.5 GHz 21.6 dB
PM-16QAM 48 Gbaud 2 112.5 GHz 18.6 dB
PM-8QAM 64 Gbaud 2 137.5 GHz 16 dB
PM-QPSK 64 Gbaud 3 200 GHz 12 dB

Figs. 4, 5, and 6 show the blocking probability versus
traffic load in the mesh topology for several values of adopted

network margins: M = 0 dB, M = 1 dB, M = 2 dB,
respectively. Note that in order to assure a fixed connection
rate, we adopted different symbol rate values per modulation
format (as in Tab. III), thus the GSNR values which have
driven these simulations may be different from the GSNR
values of Secs. III-A and III-B. Fig. 4 shows that in the
considered scenario, with M=0 dB, the network performance
in terms of blocking probability are the same considering or
not MD. This happens because for all the network paths the
GSNR is always within the same range, with and without mode
dispersion. As an example, Tab. IV shows the transmission
performance of a sample path composed of 5 spans. In all the
three cases (without and with mode dispersion), PM-32QAM
is selected. Indeed, with M = 0 dB, the TH associated with
PM-32QAM is 21.6 dB and all the reported GSNR values
are higher than TH. Unfortunately, to support a higher-order
format – PM-64QAM – a GSNR of at least 24.6 dB would
be required but in none of the three cases GSNR is enough.
Therefore, with and without MD, by fixing a path, with M=0
dB in the considered scenario, the same modulation format is
always selected.

With M = 1 and 2 dB, the threshold TH is shifted and
this creates differentiation in the possibilities to select or not
a given modulation format. Figs. 5 and 6 show that in the
assumed scenario, with 1 or 2 dB of margins, the inclusion of
MD in the GN model provides relevant benefits in terms of
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Figure 4: Blocking probability vs. traffic load in the mesh
topology with M=0 dB.
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Table IV: Transmission performance of a sample path of
5 spans with M = 0 dB: estimated GSNR and selected
modulation format.

No mode 3 ps/
√

km 8 ps/
√

km
dispersion
22.4 dB, 22.7 dB, 22.9 dB,

PM-32QAM PM-32QAM PM-32QAM

blocking probability reduction. As an example, with M = 1
dB, the threshold associated with PM-32QAM is TH=22.6 dB.
By referring to the GSNR values of the example in Tab. IV,
such a threshold is met with 3 and 8 ps/

√
km, while it is

not met without MD. Thus, in the latter case a lower-order
modulation format (PM-16QAM) must be selected. Then, a
network design based on the ergodic GN model permits to
use more frequently higher-order modulation formats, which
require less spectrum to support the same fixed line rate: e.g.
87.5 GHz with PM-32QAM instead of 112.5 GHz with PM-
16QAM. This implies a lower blocking probability and, thus,
a larger capacity. As an example, by referring to Fig. 5, for
a blocking of 10−2, the inclusion of mode dispersion permits
to support around 330 Erlang instead of 300 Erlang. Mode
dispersion of 3 and 8 ps/

√
km present similar performance, an

indication that with the assumed hard thresholds TH the extra
improvement of the 8 ps/

√
km case is lost by the granularity

of the modulation formats.
Fig. 7 shows that blocking probability increases with M

since QoT requirements become more stringent (i.e., larger
GSNR thresholds), thus lower-order formats are more fre-
quently used and, consequently, the spectrum is more quickly
consumed. The figure confirms that the inclusion of MD
provides better networking performance in terms of blocking
probability. Note that, as it happens for M = 0 dB (see Fig. 4),
also the curves at M = 3 dB present the same blocking. This
depends on the fact that for all the network paths, GSNR
values when compared to the specific thresholds (resulting
from M = 3 dB) always drive the same modulation format
selection, with and without modal dispersion.

Similar behaviors are experienced in the ring topology. As
an example, Fig. 8 shows the blocking probability versus
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Figure 5: Blocking probability vs. traffic load in the mesh
topology with M=1 dB.
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traffic load when M = 1 dB. The presence of MD permits
to reduce blocking probability.

IV. CONCLUSIONS

We evaluated the impact of mode dispersion on the capacity
of upcoming SDM networks exploiting strongly coupled spa-
tial modes. To this purpose, we exploited a GN model extended
to account for the interplay between the mode dispersion
and the Kerr effect. The AIR with Gaussian-distributed data
has been analyzed, showing a capacity increase (that could
bring on average to a spatial super-channel capacity increase
of almost 400 Gb/s). Then, the network capacity has been
investigated considering multiple modulation formats showing
an overall network capacity increase (e.g., tens of Tb/s) in the
assumed network scenarios. Finally, the analysis of blocking
probability has shown that mode dispersion can decrease
blocking and, as an example, for a blocking probability of
10−2, accounting for mode dispersion in the QoT estimation
may allow increasing the load by 10%.
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A. Veláquez-Benitez, S. H. Chang, R. Ryf, A. Schulzgen, J. C. A.
Zaharias, P. Sillard, C. Gonnet, J. E. A. Lopez, and R. Amezcua-Correa,
“Multi-mode optical fiber amplifier supporting over 10 spatial modes,” in
Optical Fiber Communication Conference Postdeadline Papers. Optica
Publishing Group, 2016, p. Th5A.4.

[5] P. M. Krummrich, “Optical amplifiers for multi mode / multi core
transmission,” in Optical Fiber Communication Conference. Optica
Publishing Group, 2012, p. OW1D.1.

[6] S. Randel, R. Ryf, A. Sierra, P. J. Winzer, A. H. Gnauck, C. A. Bolle,
R.-J. Essiambre, D. W. Peckham, A. McCurdy, and R. Lingle, “6×56-
Gb/s mode-division multiplexed transmission over 33-km few-mode
fiber enabled by 6×6 MIMO equalization,” Opt. Express, vol. 19, no. 17,
pp. 16 697–16 707, Aug 2011.

[7] R. Ryf, S. Randel, A. H. Gnauck, C. Bolle, A. Sierra, S. Mumtaz,
M. Esmaeelpour, E. C. Burrows, R.-J. Essiambre, P. J. Winzer, D. W.
Peckham, A. H. McCurdy, and R. Lingle, “Mode-Division Multiplexing
Over 96 km of Few-Mode Fiber Using Coherent 6×6 MIMO Process-
ing,” J. Lightw. Technol., vol. 30, no. 4, pp. 521–531, 2012.

[8] T. Hayashi, T. Sakamoto, Y. Yamada, R. Ryf, R.-J. Essiambre,
N. Fontaine, M. Mazur, H. Chen, and T. Hasegawa, “Randomly-coupled
multi-core fiber technology,” Proceedings of the IEEE, vol. early access,
pp. 1–18, 2022.

[9] G. Labroille, P. Jian, N. Barre, B. Denolle, and J.-F. Morizur, “Mode
selective 10-mode multiplexer based on multi-plane light conversion,” in
2016 Optical Fiber Communications Conference and Exhibition (OFC),
no. Th3E.5, 2016.

[10] “Cailabs – Proteus-C,” https://www.cailabs.com/en/product/proteus-c/.
[11] A. Carena, V. Curri, G. Bosco, P. Poggiolini, and F. Forghieri, “Modeling

of the impact of nonlinear propagation effects in uncompensated optical
coherent transmission links,” J. Lightw. Technol., vol. 30, no. 10, pp.
1524–1539, 2012.

[12] P. Poggiolini, G. Bosco, A. Carena, V. Curri, Y. Jiang, and F. Forghieri,
“The GN-model of fiber non-linear propagation and its applications,” J.
Lightw. Technol., vol. 32, no. 4, pp. 694–721, 2014.

[13] G. Rademacher and K. Petermann, “Nonlinear Gaussian Noise Model
for Multimode Fibers with Space-Division Multiplexing,” J. Lightw.
Technol, vol. 34, no. 9, pp. 2280–2287, 2016.
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