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Abstract A general framework for the kinetic modelling of non-relativistic polyatomic gases is proposed,
where each particle is characterized both by its velocity and by its internal state, and the Boltzmann collision
operator involves suitably weighted integrals over the space of internal states. The description of the internal
structure of a molecule is kept highly general, and this allows classical and semi-classical models, such as
the monoatomic gas description, the continuous internal energy structure, and the description with discrete
internal energy levels, to fit our framework. We prove the H-Theorem for the proposed kinetic equation of
Boltzmann type in this general setting, and characterize the equilibrium Maxwellian distribution and the
thermodynamic number of degrees of freedom. Euler equations are derived, as zero-order approximation in a
suitable asymptotic expansion. In addition, within this general framework it is possible to build up new models,
highly desirable for physical applications, where rotation and vibration are precisely described. Examples of
models for the Hydrogen Fluoride gas are shown. A link between state–based and energy–based points of view
is presented.
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1 Introduction

The purpose of this paper is to propose a consistent general Boltzmann–type model for a polyatomic gas,
able to include the kinetic models already exploited in the pertinent literature, but also to give rise to more
accurate descriptions of internal energies of polyatomic molecules. The construction of a reliable mathematical
model for polyatomic gaseous particles is highly desirable in view of physical applications, since the main
constituents of the atmosphere are polyatomic. A review of possible problems involving monoatomic and
polyatomic species, possibly undergoing also chemical reactions, may be found in [1,2]. For this reason, in
last decades the investigation of polyatomic particles has gained interest not only in the frame of kinetic
theory, but also in Extended Thermodynamics [3] and in the derivation of accurate schemes for fluid-dynamics
equations [4,5].

In kinetic theory, non–translational degrees of freedom of polyatomic particles are usually described by
means of an internal energy variable, that may be assumed discrete or continuous. The basic features of
the model with a finite set of discrete energy levels may be found in [6,7,8]; the gas is considered as a sort
of mixture of monoatomic components, each one characterized by its energy level, and particles interact by
binary collisions preserving total energy, but with possible exchange of energy between its kinetic and internal
(excitation) forms, allowing thus particle transitions from one energy component to another. The kinetic
model based on a continuous internal energy parameter I has been proposed by Borgnakke and Larsen in [9]
and then extensively investigated in [10,11]; the gas distribution function turns out to depend also on this
energy variable, and macroscopic fields and Boltzmann operators involve integrations in dI with an associated
integration weight φ(I). This measure φ(I) dI is a parameter of the model, and different options for it allow to
reproduce any desired number of internal degrees of freedom. With the commonly adopted choice φ(I) = Iα,
this number of internal degrees of freedom is independent of the temperature of the gas (describing thus
polytropic gases). On the other hand, the set of discrete internal energy levels proposed in [6,7] allows to
obtain a temperature-dependent number of degrees of freedom [12], with a specific heat at constant volume
which resembles the physical laws of statistical mechanics [13]. Both formulations with discrete and continuous
energy turn out to be well suited also in presence of simple chemical reactions (see for instance [7,11]), and
discrete energy levels are also well adapted to problems involving complex chemistry since real molecules
actually have discrete energy levels [8].

Since Boltzmann equations are quite complicated to deal with, simpler kinetic models have been proposed,
mainly of BGK or ES-BGK type, both for gases or mixtures with discrete energies [14,15,16] and for the
continuous energy description [17,18,19,20]. Hydrodynamic limits of kinetic equations have been performed,
at Euler or Navier–Stokes accuracy, in order to build up consistent fluid–dynamic equations for the main
macroscopic fields, focusing the attention on the transport coefficients, especially on the bulk viscosity or,
equivalently, on the so-called dynamical pressure, a correction to the classical scalar pressure due to the
polyatomic structure of molecules [21,22,23]. Such kinetic or hydrodynamic equations have been applied to
simple physical problems, as the existence of shock-wave profiles [24,25,26,27], the Poiseuille and thermal
creep flows [28,29], and suitable boundary conditions have been derived in order to allow the investigation of
flow problems with solid boundaries [30].

The main drawback of these kinetic models is the fact that they wish to describe all internal features of
polyatomic molecules by means of a single internal energy parameter (discrete or continuous). In order to
improve the applicability of Boltzmann equations to real problems, more accurate models would be needed,
able to separate the vibrational degrees of freedom from the rotational ones. More precisely, since the gap
between two subsequent discrete levels is much lower for rotational energy than for vibrational energy [31], a
reasonable way of modeling could approximate the rotational part by means of a continuous variable, keeping
the vibrational part discrete. This is the main motivation for the present work; indeed, we would like to merge
the existing discrete and continuous energy models in a general (abstract) framework, in order to combine
their strength and obtain a full description of both rotation and vibration. Models with discrete vibrational
degrees of freedom and continuous rotational states have long been used in the literature in order to analyse
vibrational state-to-state non-equilibrium phenomena [1,32]. Some attempts to distinguish vibrational from
rotational energy have been performed also at kinetic level: in the discrete energy formulation this aim could
be achieved by choosing discrete energies depending on several discrete indices [8], but also other models have
been proposed, of BGK or Fokker-Planck–type [33,34] or in the frame of Extended Thermodynamics [35]
(involving two continuous energy variables). The idea of introducing two different temperatures (translational
and internal) in the kinetic model for a polyatomic gas, investigating then their influence on volume viscosity
and other transport coefficients, has been developed in [1,36,37]. Moreover, a proper rovibrational collision
model has been built up in order to study the internal energy excitation and dissociation processes behind a
strong shockwave in a nitrogen flow [38].

We propose here a general kinetic framework for the description of a single polyatomic gas, in which each
particle is characterized, in addition to its position and velocity, also by a suitable internal state ζ. The space of
all admissible internal states E is endowed with a measure µ. In other words, instead of considering a continuous
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or a discrete variable to describe the internal state of a given molecule, we use a single parameter ζ, and
integration over the continuous variable or summation over the discrete one are replaced by a single integration
over ζ against the given proper measure µ. Moreover, we clearly distinguish the state of a molecule ζ and the
energy function ε(ζ), which associates to each state a suitable energy value. The continuous and the discrete
energy models may be included into this framework by choosing E = R+ and E = N, respectively. We prove
that, even keeping the space E , the measure µ and the energy function ε(ζ) generic (not explicit), the collision
rule determining post-collision velocities may be defined, and the corresponding Boltzmann equation fulfills
the expected consistency properties. More precisely, the Boltzmann H-theorem holds in the generic framework,
and collision equilibria turn out to be provided by Maxwellian distributions depending on the internal energy
function ε(ζ). The technical steps of the proofs rely essentially on the conservation of momentum and of total
energy, therefore there is no need of fixing from the beginning the microscopic energy structure of particles. We
remark that our framework describes isotropic gases, where polarization effects due to external fields acting
on (non ionized) polyatomic gases may be neglected [39].

In more detail, the content of the paper is organized as follows. In section 2, we introduce the framework
and its assumptions, and we make the collision rules explicit. Our method is inspired by [10,11,40], with
some necessary modifications, since the procedure in such references is specifically designed for a continuous
or discrete internal variable. Section 3 focuses then on the Boltzmann collision operator and on some of its
main properties, as the weak formulation and the characterisation of collision invariants. In section 4 we prove
the validity of the Boltzmann H-theorem, and we investigate the equilibrium Maxwellian distribution and
the thermodynamic number of internal degrees of freedom. In section 5, the hydrodynamic Euler equations
corresponding to our general model are derived. Sections 6 and 7 are devoted to modelling: we explain how to
recover the monoatomic, continuous and discrete formulations, and we give insights on how to build consistent
new models within our framework, including a description able to separate rotation and vibrations of poly-
atomic particles; examples of possible models are provided and commented on, with reference to the pertinent
gas–dynamics literature. In Section 8, we show how is possible to reduce models fitting the general setting to a
one-real-variable description with a suitable measure, similar to the continuous model with integration weight.
We address the problem of computing this measure from the general setting, and show that the combination
of a continuous model with weight and a discrete model reduces to a continuous model with a different weight
that can be made explicit, allowing an easier treatment for numerical applications. Finally, Section 9 contains
some concluding remarks and perspectives.

2 General setting and collision rules

We consider a gas composed of one species of molecules, with particle mass denoted by m ∈ R∗
+. Each molecule

is microscopically described by its velocity, denoted by v, and its internal state, denoted by ζ. The latter is
usually related to rotation or vibration that occurs inside the molecule. We assume that there exists a set of
all possible internal states E , and that this set is a measure space. All molecules, being of the same species,
are related to the same space E . Secondly, we assume that to each internal state ζ ∈ E there corresponds an
energy, that is, there exists an internal energy function ε : E → R. The energy of a molecule with velocity v

and internal state ζ is then equal to m

2 |v|2 + ε(ζ), the sum of its kinetic and internal parts.

Definition 2.1 We call space of internal states a non-empty measure space (E ,A, µ), with µ(E) ̸= 0.

To clarify here, E is the space of internal states, A is a σ-algebra on E , and µ is a (non-negative) measure on
(E ,A). In the following definition, Bor(R) is the set of Borelians of R.

Definition 2.2 We call internal energy function a (A,Bor(R))-measurable function ε : E → R.

In our framework, we only require two assumptions on (E ,A, µ) and ε, which both physically make sense. The
first is to assume that ε admits an infimum.

Definition and assumption 2.3 We denote by ε0 the essential infimum of ε in R̄ on E under the measure
µ, that is

ε0 := inf essµ{ε} = sup
{
R ∈ R, s.t. µ(ε < R) = 0

}
, (2.1)

and assume that ε0 ∈ R.

Definition 2.4 We define the grounded internal energy function ε̄ by

ε̄ := ε− ε0. (2.2)
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Note that by definition of ε0, inf essµ{ε̄} = 0.

Remark 2.1 We remark that in this paper focused on a single gas the value of ε0 has no importance and it
could be assumed zero without loss of generality. However, the parameter ε0, representing the fundamental
energy of configuration of the molecule, plays a crucial role only when chemical reactions are involved [7].

The second assumption is the well-definiteness of the partition function.

Definition and assumption 2.5 We define the partition function Z, for all β > 0, as

Z(β) :=
�

E
e−βε̄(ζ) dµ(ζ), (2.3)

and assume that for all β > 0, Z(β) < ∞.

The choice of ε̄ instead of simply ε in the definition of Z will be clarified later, in Remark 4.2. Assumptions
2.3 and 2.5 imply that ∀R ∈ R, µ(ε < R) < ∞, which itself implies that µ is σ-finite.

Proposition 2.1 Z is C∞ on R∗
+ and for all k ∈ N and β > 0 and, denoting its derivatives by Z(k)(β) = dkZ

dβk
,

we have
Z(k)(β) =

�
E
(−ε̄(ζ))k e−βε̄(ζ) dµ(ζ). (2.4)

Proof Remarking that for all x ∈ R+ and k ∈ N, e x
2 ≥ ( x

2 )k

k! , we get the inequality xk e−x ≤ 2k k! e− x
2 . Since

ε̄ ≥ 0 µ-a.e., we get for all k ∈ N and β > 0,
�

E ε̄(ζ)
k e−βε̄(ζ) dµ(ζ) < +∞ and the result comes by dominated

convergence. □

We consider a binary collision and define the collision rule. The states (velocity and internal state) of the
pre-collision molecules are denoted by (v, ζ) and (v∗, ζ∗), and the states of the post-collision molecules are
denoted by (v′, ζ ′) and (v′

∗, ζ
′
∗). In each collision momentum and total energy are conserved{

mv +mv∗ = mv′ +mv′
∗

m

2 |v|2 + ε(ζ) + m

2 |v∗|2 + ε(ζ∗) = m

2 |v′|2 + ε(ζ ′) + m

2 |v′
∗|2 + ε(ζ ′

∗). (2.5)

The parallelogram identity yields

|v − v∗|2 = 2
(
|v|2 + |v∗|2

)
− |v + v∗|2

= |v′ − v′
∗|2 + 4

m
(ε(ζ ′) + ε(ζ ′

∗) − ε(ζ) − ε(ζ∗)).

We set
∆ (v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗) := 1

4 |v − v∗|2 + 1
m

(ε(ζ) + ε(ζ∗) − ε(ζ ′) − ε(ζ ′
∗)), (2.6)

we then have
1
4 |v′ − v′

∗|2 = ∆ (v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗) . (2.7)

We deduce that the collision can occur only when ∆ is non-negative, and in this case, by a classical argument,
there exists ω ∈ S2 (two-dimensional unit sphere) such that

v′ = v + v∗

2 +
√
∆Tω

[
v − v∗

|v − v∗|

]
v′

∗ = v + v∗

2 −
√
∆Tω

[
v − v∗

|v − v∗|

] (2.8)

where Tω is the symmetry with respect to (Rω)⊥,

∀V ∈ S2, Tω [V ] := V − 2(ω · V )ω ∈ S2.

It is not required to extend formula (2.8) to the set
{

(v, v) s.t. v ∈ R3}, since it is negligible.
From the previous computation, it is clear that not any collision is possible. If, before collision, two molecules
are in low energy internal states with close velocities, they cannot reach too much high energy internal states
after collision. For this reason, we fix at first the pre- and post-collision internal states, and then we consider the
space of pre-collision velocity pairs that make the collision possible. In the following definition, E[ζ, ζ∗, ζ

′, ζ ′
∗]

is the set of pre-collision velocity pairs (v, v∗) so that a collision (v, ζ), (v∗, ζ∗) → (·, ζ ′), (·, ζ ′
∗) is allowed.
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Definition 2.6 For all ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , we define

E[ζ, ζ∗, ζ
′, ζ ′

∗] :=
{

(v, v∗) ∈ R3 × R3 s.t. ∆ (v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗) ≥ 0
}
, (2.9)

where ∆ is defined by (2.6).

It can be proved that for all ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , the interior of E[ζ, ζ∗, ζ
′, ζ ′

∗] is non-empty, unbounded and arcwise
connected.
Now we can define the transformation linking the pre and post-collision velocities.

Definition 2.7 We define for all ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E and ω ∈ S2,

Sω[ζ, ζ∗, ζ
′, ζ ′

∗] :

E[ζ, ζ∗, ζ
′, ζ ′

∗] → E[ζ ′, ζ ′
∗, ζ, ζ∗]

(v, v∗) 7→
(
v + v∗

2 +
√
∆Tω

[
v − v∗

|v − v∗|

]
,
v + v∗

2 −
√
∆Tω

[
v − v∗

|v − v∗|

])
.

(2.10)

Lemma 2.1 Sω[ζ, ζ∗, ζ
′, ζ ′

∗] is well-defined and a bijection, with

(Sω[ζ, ζ∗, ζ
′, ζ ′

∗])−1 = Sω[ζ ′, ζ ′
∗, ζ, ζ∗].

Proof Let ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , ω ∈ S2. First, we show that the transformation is well-defined. We fix (v, v∗) ∈
E[ζ, ζ∗, ζ

′, ζ ′
∗]. We have that ∆(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗) ≥ 0. We define (v′, v′

∗) = Sω[ζ, ζ∗, ζ
′, ζ ′

∗](v, v∗). Then

∆(v′, v′
∗, ζ

′, ζ ′
∗, ζ, ζ∗) = 1

4 |v′ − v′
∗|2 + 1

m
(ε(ζ ′) + ε(ζ ′

∗) − ε(ζ) − ε(ζ∗))

= 1
4

(
2
√
∆(v, v∗, ζ, ζ∗, ζ ′, ζ ′

∗)
)2

+ 1
m

(ε(ζ ′) + ε(ζ ′
∗) − ε(ζ) − ε(ζ∗))

= ∆(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗) + 1
m

(ε(ζ ′) + ε(ζ ′
∗) − ε(ζ) − ε(ζ∗))

= 1
4 |v − v∗|2 ≥ 0.

Thus (v′, v′
∗) ∈ E[ζ ′, ζ ′

∗, ζ, ζ∗]. The application is well-defined.

Let us now prove that the transformation Sω[ζ, ζ∗, ζ
′, ζ ′

∗] is a bijection. We fix (v′, v′
∗) ∈ E[ζ ′, ζ ′

∗, ζ, ζ∗] and define
(v, v∗) = Sω[ζ ′, ζ ′

∗, ζ, ζ∗](v′, v′
∗). First, we just proved (with inverted notations) that (v, v∗) ∈ E[ζ, ζ∗, ζ

′, ζ ′
∗]

and ∆(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗) = 1
4 |v′ − v′

∗|2. Now we also remark that

v + v∗ = v′ + v′
∗,

and
Tω

[
v − v∗

|v − v∗|

]
= Tω

[
Tω

[
v′ − v′

∗
|v′ − v′

∗|

]]
= v′ − v′

∗
|v′ − v′

∗|
,

because Tω is a symmetry. Since ∆(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗) = 1
4 |v′ − v′

∗|2, we deduce that

v + v∗

2 +
√
∆(v, v∗, ζ, ζ∗, ζ ′, ζ ′

∗)Tω

[
v − v∗

|v − v∗|

]
= v′ + v′

∗
2 + 1

2 |v′ − v′
∗| v

′ − v′
∗

|v′ − v′
∗|

= v′.

Analogously,

v + v∗

2 −
√
∆(v, v∗, ζ, ζ∗, ζ ′, ζ ′

∗)Tω

[
v − v∗

|v − v∗|

]
= v′ + v′

∗
2 − 1

2 |v′ − v′
∗| v

′ − v′
∗

|v′ − v′
∗|

= v′
∗,

so that Sω[ζ, ζ∗, ζ
′, ζ ′

∗](v, v∗) = (v′, v′
∗), which ends the proof.

□

Lemma 2.2 The Jacobian of the transformation Sω[ζ, ζ∗, ζ
′, ζ ′

∗] is given by the formula

J [Sω[ζ, ζ∗, ζ
′, ζ ′

∗]] (v, v∗) = |v′ − v′
∗|

|v − v∗|
, (2.11)

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).
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Proof This proof is based on that of Lemma 1 in [11]. We decompose the transformation in a chain of
elementary changes of variable. For the sake of clarity, we fix ζ, ζ∗, ζ

′, ζ ′
∗ ∈ E and ω ∈ S2, and denote the

transformation Sω[ζ, ζ∗, ζ
′, ζ ′

∗] by simply writing

(v, v∗) 7→ (v′, v′
∗).

First, we pass to the center-of-mass reference frame. The transformations A1 : (v, v∗) 7→ (g,G) where g = v−v∗,
G = (v + v∗)/2, and B1 : (g′, G′) 7→ (v′, v′

∗) have both Jacobian equal to 1. Since G = G′, we are led to
study the transformation C1 : g 7→ g′. Now, we pass to spherical coordinates for g and g′. We perform the
transformations A2 : g 7→ (|g|, g/|g|) and B2 : (|g′|, g′/|g′|) 7→ g′, and finally we study the transformation
C2 : (|g|, g/|g|) 7→ (|g′|, g′/|g′|) taking into account the determinant |g′|2/|g|2 of the Jacobian coming from A2
and B2. Since Tω is a symmetry, we have

J

[(
|g|, g

|g|

)
7→

(
2
√

1
4 |g|2 + 1

m
(ε(ζ) + ε(ζ∗) − ε(ζ ′) − ε(ζ ′

∗)), Tω

[
g

|g|

])]

= J

[
|g| 7→ 2

√
1
4 |g|2 + 1

m
(ε(ζ) + ε(ζ∗) − ε(ζ ′) − ε(ζ ′

∗))

]

=
1
2 |g|√

1
4 |g|2 + 1

m (ε(ζ) + ε(ζ∗) − ε(ζ ′) − ε(ζ ′
∗))

= |g|
|g′|

.

Multiplying by |g′|2/|g|2, we finally obtain

J [Sω[ζ, ζ∗, ζ
′, ζ ′

∗]] (v, v∗) = |g′|
|g|

= |v′ − v′
∗|

|v − v∗|
,

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). □

3 Boltzmann model

We consider a distribution function f that represents the density of molecules of the studied gas. This density
depends on 4 parameters:

– 2 macroscopic parameters: the time t ∈ R+ and the position in space x, typically x ∈ R3 or T3

– 2 microscopic parameters: the velocity v ∈ R3 and the internal state ζ ∈ E

As a distribution function, f is non-negative, so that we study f(t, x, v, ζ) ∈ R+. Moreover, we assume that
for all (t, x), f(t, x, ·, ·) ∈ L1(R3 × E , dv dµ(ζ)). The evolution of this distribution function is governed by the
Boltzmann equation

∂tf(t, x, v, ζ) + v · ∇xf(t, x, v, ζ) = B(f, f)(t, x, v, ζ), (3.1)

where B is the Boltzmann collision operator we define in a following subsection.

If ϕ defined on R3 × E is a microscopic extensive quantity (test function, often called molecular property),
then the associated macroscopic quantity is

�
E

�
R3
ϕ(v, ζ) f(t, x, v, ζ) dv dµ(ζ).

Typical choice for the molecular properties are ϕ = m, ϕ = mv and ϕ = m

2 |v|2 + ε(ζ), giving the mass density
ρ, velocity u and total energy density e, respectively, namely

ρ(t, x) :=
�

E

�
R3
mf(t, x, v, ζ) dv dµ(ζ)

u(t, x) := 1
ρ(t, x)

�
E

�
R3
mv f(t, x, v, ζ) dv dµ(ζ)

e(t, x) := m

ρ(t, x)

�
E

�
R3

(m
2 |v|2 + ε(ζ)

)
f(t, x, v, ζ) dv dµ(ζ).
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We can also define the temperature by

T (t, x) := Θ−1
(

m

ρ(t, x)

�
E

�
R3

(m
2 |v − u|2 + ε̄(ζ)

)
f(t, x, v, ζ) dv dµ(ζ)

)
, (3.2)

where we recall that by definition (equation (2.2)) ε̄ = ε − ε0, while Θ : R+ → R+ is a suitable function
related to the integral of the specific heat at constant volume (the precise definition will be given later, in
equation (4.8) in Section 4).

3.1 Boltzmann collision operator

The Boltzmann operator, representing the effect of collisions on the change of velocities and internal states of
each molecule, is composed by a loss and a gain term

B = B+ − B−.

We focus on the microscopic aspect and put temporarily aside the variables t and x. When two molecules
collide, not all possible post-collision states are equiprobable. This idea is translated in the concept of the
collision (or scattering) kernel b, which encapsulates the information on the interaction potential (for example
a hard sphere or Lennard-Jones one). As well known, the collision kernel is related to the differential cross
section σ through the formula b = |v − v∗|σ.
In this paper, for a purpose of generality, following the line of [41] we make as few assumptions as possible on
the collision kernel b.

Definition 3.1 The collision kernel b is a measurable function

b :

{
R3 × R3 × E × E × E × E × S2 → R+

(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) 7→ b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω).
(3.3)

Assumption 3.2 Symmetry. For a.e. v, v∗ ∈ R3, for µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E and a.e. ω ∈ S2,

b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = b(v, v∗, ζ, ζ∗, ζ
′
∗, ζ

′, ω) = b(v∗, v, ζ∗, ζ, ζ
′
∗, ζ

′, ω). (3.4)

Assumption 3.3 Micro-reversibility. For a.e. v, v∗ ∈ R3, for µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E and a.e. ω ∈ S2,

|v − v∗| b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = |v′ − v′
∗| b(v′, v′

∗, ζ
′, ζ ′

∗, ζ, ζ∗, ω). (3.5)

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).

Definition and assumption 3.4 We denote by S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] the subset of S2 such that for all ω ∈ S2,

ω ∈ S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] ⇐⇒ b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) > 0.

We assume that for a.e. v, v∗ ∈ R3 and µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E ,

(v, v∗) ∈E[ζ, ζ∗, ζ
′, ζ ′

∗] ⇐⇒ S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] has positive measure,
S2 \ S2[v, v∗, ζ, ζ, ζ, ζ] has zero measure. (3.6)

This assumption 3.4 has the following meaning: if a collision is possible, then there exists a non-negligible
set of angles ω for which the kernel is positive; if, on the other hand, a collision is not allowed, then the
corresponding kernel is zero. Finally, if the collision is elastic, then the set of angles ω for which the kernel is
positive is the whole sphere S2 (minus a negligible set). We thus allow, for inelastic collisions, the kernel to
be zero for a non-negligible set of angles. This is an important feature, already present for example in [41] for
the case of reacting spheres.
Note that the symmetry and micro-reversibility assumptions are not in contradiction with the positivity
assumption, due to the fact the the function 1∆≥0 also has symmetry and reversibility properties. Moreover,
setting (v′, v′

∗) = Sω[ζ, ζ∗, ζ
′, ζ ′

∗](v, v∗), the symmetry and micro-reversibility assumptions imply

S2[v∗, v, ζ∗, ζ, ζ
′
∗, ζ

′] = S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] = S2[v′, v′
∗, ζ

′, ζ ′
∗, ζ, ζ∗].

We are now ready to define the Boltzmann collision operator. The loss term of the collision operator expresses
the fact that a collision involving a molecule with state (v, ζ) causes a change of the state. Thus for all states
(v, ζ) ∈ R3 × E , and recalling that b is null for not admissible collisions, the loss term reads as
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B−(f, f)(v, ζ) :=
�

E3

�
R3

�
S2
f(v, ζ)f(v∗, ζ∗) b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗). (3.7)

The gain term of the collision operator expresses the production of the state (v, ζ) by collisions. Thus the gain
term is obtained by considering all collisions for which (v, ζ) is a post-collision state. We have already proved
in Lemma 2.1 that if (v′, v′

∗) = Sω[ζ, ζ∗, ζ
′, ζ ′

∗](v, v∗) then (v, v∗) = Sω[ζ ′, ζ ′
∗, ζ, ζ∗](v′, v′

∗), therefore the gain
term will be symmetric to the loss one as expected. In more detail, denoting by χ the Dirac mass on R3, the
gain term is defined by

B+(f, f)(v, ζ) :=
�

E3

�
E[ζ′,ζ′

∗,ζ,ζ∗]

�
S2
χ(ṽ = v) f(v′, ζ ′)f(v′

∗, ζ
′
∗) b(v′, v′

∗, ζ
′, ζ ′

∗, ζ, ζ∗, ω)

dω dv′ dv′
∗ dµ⊗3(ζ ′, ζ ′

∗, ζ∗),

where just for convenience we define (ṽ, ṽ∗) = Sω[ζ ′, ζ ′
∗, ζ, ζ∗](v′, v′

∗), in order to be able to perform in the
integral such change of variables (recalling that Sω[ζ ′, ζ ′

∗, ζ, ζ∗] is a C1-diffeomorphism on E[ζ ′, ζ ′
∗, ζ, ζ∗], except

on a negligible set) leading to

B+(f, f)(v, ζ) =
�

E3

�
E[ζ,ζ∗,ζ′,ζ′

∗]

�
S2
χ(ṽ = v) f(v′, ζ ′)f(v′

∗, ζ
′
∗) J

[
(Sω[ζ ′, ζ ′

∗, ζ, ζ∗])−1] b(v′, v′
∗, ζ

′, ζ ′
∗, ζ, ζ∗, ω)

dω dṽ dṽ∗ dµ⊗3(ζ ′, ζ ′
∗, ζ∗)

=
�

E3

�
R3

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) J

[
(Sω[ζ ′, ζ ′

∗, ζ, ζ∗])−1] b(v′, v′
∗, ζ

′, ζ ′
∗, ζ, ζ∗, ω) dω dv∗ dµ⊗3(ζ ′, ζ ′

∗, ζ∗),

where in last line we went back to the original notation, changing ṽ∗ to v∗. The Jacobian of (Sω[ζ ′, ζ ′
∗, ζ, ζ∗])−1 =

Sω[ζ, ζ∗, ζ
′, ζ ′

∗] is given by equation (2.11), and it provides

B+(f, f)(v, ζ) =
�

E3

�
R3

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) |v′ − v′

∗|
|v − v∗|

b(v′, v′
∗, ζ

′, ζ ′
∗, ζ, ζ∗, ω)dω dv∗ dµ⊗3(ζ ′, ζ ′

∗, ζ∗).

Using now the micro-reversibility condition on b, Assumption 3.3, we finally get

B+(f, f)(v, ζ) =
�

E3

�
R3

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗), (3.8)

where we recall that (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). Since f and b are non-negative measurable functions,

the gain and loss terms are always defined. In order to define the full collision term, we impose the following
assumption on f .

Assumption 3.5 For a.e. v ∈ R3 and for µ-a.e. ζ ∈ E ,

B−(f, f)(v, ζ) + B+(f, f)(v, ζ) < ∞.

Writing b(·) ≡ b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) to lighten the notations, the full Boltzmann collision operator writes, for
all v ∈ R3 and ζ ∈ E ,

B(f, f)(v, ζ) =
�

E3

�
R3

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
b(·) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗), (3.9)

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).

Remark 3.1 Alternatively, we could use transition probabilities to define collision operator, which would for-
mally write as

B(f, f)(v, ζ) =
�

E3

�
R3×R3×R3

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
W ζ,ζ∗,ζ′,ζ′

∗ dv∗ dv′ dv′
∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗),

where the kernel W ζ,ζ∗,ζ′,ζ′
∗ is relevant to the collision process (v, ζ), (v∗, ζ∗) → (v′, ζ ′), (v′

∗, ζ
′
∗) and may be

rigorously constructed as in [8].
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3.2 Note about degeneracy

The concept of degeneracy appears when the internal description is done through the direct consideration of
energy levels. For instance, in a quantum description, different proper states can sometimes have the same
energy. The number of proper states sharing the same energy level is called the degeneracy of this energy
level. When degeneracy is considered in kinetic theory, it usually appears in the micro-reversibility condition
of the collision kernel (see for example Section 4.2.4 in Giovangigli [42], equations (4.2.7) and (4.2.8)), and
ultimately in the formulation of the Boltzmann integral. In the classical model with a continuous internal
energy variable I [9,10,11], the degeneracy is taken into account through the weight function φ(I) in the
Boltzmann kernel. We show in this subsection that, without loss of generality, it is possible to assume no
degeneracy in the micro-reversibility condition and take this into account through the measure µ. Note also
that if the internal description is done through the proper states instead of directly through the energy levels,
there is no degeneracy to consider.
The degeneracy is a measurable positive function on the space of internal states

a : E → R∗
+.

The micro-reversibility condition taking degeneracy into account writes (see Section 4.2.4 in Giovangigli [42],
equation (4.2.8))

|v − v∗| b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) a(ζ)a(ζ∗) = |v′ − v′
∗| b(v′, v′

∗, ζ
′, ζ ′

∗, ζ, ζ∗, ω) a(ζ ′)a(ζ ′
∗). (3.10)

Classical symmetry condition for cross-sections should be valid only if the molecular states are non-degenerate
[43]. However, Waldmann [44] has shown that semi-classical Boltzmann modelling is indeed admissible for all
molecules, even with degeneracy properties, provided the quantum mechanical cross-sections are replaced by
suitable degeneracy averaged cross-sections [44,45]. Symmetry property (3.10) may be obtained owing to the
invariance of the Hamiltonian under the combined operation of space inversion and time reversal [44,46].
With the same reasoning as in the previous subsection 3.1, the collision term writes in this case

B(f, f)(v, ζ) =
�

E3

�
R3

�
S2

(
a(ζ)a(ζ∗)
a(ζ ′)a(ζ ′

∗)f(v′, ζ ′)f(v′
∗, ζ

′
∗) − f(v, ζ)f(v∗, ζ∗)

)
b(·) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗).

Let us now define

b̃(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω)
a(ζ ′)a(ζ ′

∗) , dµ̃(ζ) = a(ζ) dµ(ζ), f̃(v, ζ) = f(v, ζ)
a(ζ) .

Then b̃ verifies the assumptions of our framework. Now let us set

B̃(f̃ , f̃)(v, ζ) =
�

E3

�
R3

�
S2

(
f̃(v′, ζ ′)f̃(v′

∗, ζ
′
∗) − f̃(v, ζ)f̃(v∗, ζ∗)

)
b̃(·) dω dv∗ dµ̃⊗3(ζ∗, ζ

′, ζ ′
∗).

Then

B̃(f̃ , f̃)(v, ζ) = 1
a(ζ)

�
E3

�
R3

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗)

a(ζ ′)a(ζ ′
∗) − f(v, ζ)f(v∗, ζ∗)

a(ζ)a(ζ∗)

)
b(·) a(ζ)a(ζ∗) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗)

= 1
a(ζ)

�
E3

�
R3

�
S2

(
a(ζ)a(ζ∗)
a(ζ ′)a(ζ ′

∗)f(v′, ζ ′)f(v′
∗, ζ

′
∗) − f(v, ζ)f(v∗, ζ∗)

)
b(·) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗)

= 1
a(ζ)B(f, f)(v, ζ).

It follows that
B̃(f̃ , f̃)(v, ζ)dµ̃(ζ) = 1

a(ζ)B(f, f)(v, ζ)a(ζ)dµ(ζ) = B(f, f)(v, ζ)dµ(ζ)

and
f̃(v, ζ)dµ̃(ζ) = 1

a(ζ)f(v, ζ)a(ζ)dµ(ζ) = f(v, ζ)dµ(ζ).

Thus it is equivalent to study the model (E ,A, µ) with the kernel b and degeneracy a, and the model (E ,A, µ̃)
with the kernel b̃ and no degeneracy. In our framework, degeneracy can be simply included in the measure on
the space of internal states, and does not appear in the micro-reversibility condition.
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3.3 Weak formulation

In this section, we study the weak formulation of the collision integral that will later enable us to deduce the
conservation laws and collision invariants.

Proposition 3.1 Let ψ : R3 × E → R be a measurable function such that
�

E

�
R3

B−(f, f)(v, ζ) |ψ(v, ζ)| dv dµ(ζ) +
�

E

�
R3

B+(f, f)(v, ζ) |ψ(v, ζ)| dv dµ(ζ) < ∞.

Then

�
E

�
R3

B(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ) = −1
4

�
E4

�
(R3)2

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
×
[
ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗) − ψ(v, ζ) − ψ(v∗, ζ∗)

]
b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗)

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).

Proof First we have, thanks to the symmetry conditions on b and Fubini’s Theorem,
�

E

�
R3

B−(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

=
�

E4

�
(R3)2

�
S2
f(v, ζ)f(v∗, ζ∗)ψ(v, ζ)b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗)

=
�

E4

�
(R3)2

�
S2
f(v∗, ζ∗)f(v, ζ)ψ(v∗, ζ∗)b(v∗, v, ζ∗, ζ, ζ

′
∗, ζ

′, ω) dω dv∗ dv dµ⊗4(ζ∗, ζ, ζ
′
∗, ζ

′)

=
�

E4

�
(R3)2

�
S2
f(v, ζ)f(v∗, ζ∗)ψ(v∗, ζ∗)b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗),

thus
�

E

�
R3

B−(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

= 1
2

�
E4

�
(R3)2

�
S2
f(v, ζ)f(v∗, ζ∗) [ψ(v, ζ) + ψ(v∗, ζ∗)] b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗).

Now by renaming all the variables, we get
�

E

�
R3

B−(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

= 1
2

�
E4

�
(R3)2

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) [ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗)]b(v′, v′

∗, ζ
′, ζ ′

∗, ζ, ζ∗, ω) dω dv′dv′
∗ dµ⊗4(ζ ′, ζ ′

∗, ζ, ζ∗).

We now perform the change of variables (v, v∗) = Sω[ζ ′, ζ ′
∗, ζ, ζ∗](v′, v′

∗), use the formula for the Jacobian
(2.11) and the micro-reversibility condition and obtain
�

E

�
R3

B−(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

= 1
2

�
E4

�
(R3)2

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) [ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗)] b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗).

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). We deduce that

�
E

�
R3

B−(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

= 1
4

�
E4

�
(R3)2

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) [ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗)] + f(v, ζ)f(v∗, ζ∗) [ψ(v, ζ) + ψ(v∗, ζ∗)]

)
b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗).

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).
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On the other hand, since

B+(f, f)(v, ζ) =
�

E3

�
R3

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗) b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗),

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗), we have

�
E

�
R3

B+(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

=
�

E4

�
(R3)2

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗)ψ(v, ζ) b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗).

Applying the change of variables (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗) using the formula for the Jacobian, equation

(2.11), together with the micro-reversibility condition on b, Assumption 3.3, we obtain
�

E

�
R3

B+(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

=
�

E4

�
(R3)2

�
S2
f(v′, ζ ′)f(v′

∗, ζ
′
∗)ψ(v, ζ) b(v′, v′

∗, ζ
′, ζ ′

∗, ζ, ζ∗, ω) dω dv′ dv′
∗ dµ⊗4(ζ ′, ζ ′

∗, ζ, ζ∗)

where v in the last integral is defined by (v, v∗) = Sω[ζ ′, ζ ′
∗, ζ, ζ∗](v′, v′

∗). By simply renaming the variables
(exchange of prime and non-prime), we get

�
E

�
R3

B+(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

=
�

E4

�
(R3)2

�
S2
f(v, ζ)f(v∗, ζ∗)ψ(v′, ζ ′) b(v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗, ω) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗)

where v′ is defined by (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). By using the same arguments as previously, we get

�
E

�
R3

B+(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ)

= 1
4

�
E4

�
(R3)2

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) [ψ(v, ζ) + ψ(v∗, ζ∗)] + f(v, ζ)f(v∗, ζ∗) [ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗)]
)

b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ
′, ζ ′

∗).

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). Putting the previous results together yields

�
E

�
R3

B(f, f)(v, ζ)ψ(v, ζ) dv dµ(ζ) = −1
4

�
E4

�
(R3)2

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
×
[
ψ(v′, ζ ′) + ψ(v′

∗, ζ
′
∗) − ψ(v, ζ) − ψ(v∗, ζ∗)

]
b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ

′, ζ ′
∗).

□

3.4 Collision invariants

Definition 3.6 ψ is a collision invariant if and only if for µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ
′, ζ ′

∗]
and a.e. ω ∈ S2[v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗],

ψ(v′, ζ ′) + ψ(v′
∗, ζ

′
∗) = ψ(v, ζ) + ψ(v∗, ζ∗), (3.11)

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗).

First, we immediately deduce from the conservation laws (2.5) that if there exists α ∈ R, β ∈ R3 and γ ∈ R
such that for a.e. v ∈ R3 and µ-a.e. ζ ∈ E ,

ψ(v, ζ) = α+ β · v + γ
(m

2 |v|2 + ε(ζ)
)
,

then ψ is a collision invariant. In this subsection, we prove that all collision invariants verifying a certain
integrability assumption have this form.
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Lemma 3.1 For all ζ ∈ E and ω ∈ S2,

Sω[ζ, ζ, ζ, ζ] ≡ S̄ω :

R3 × R3 −→ R3 × R3

(v, v∗) 7→
(
v + v∗

2 + |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
,
v + v∗

2 − |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

])
Proof For any v, v∗ ∈ R3,

∆(v, v∗, ζ, ζ, ζ, ζ) = 1
4 |v − v∗|2 + 1

m
(ε(ζ) + ε(ζ) − ε(ζ) − ε(ζ)) = 1

4 |v − v∗|2 ≥ 0

so that
E[ζ, ζ, ζ, ζ] =

{
(v, v∗) ∈ R3 × R3 s.t. ∆(v, v∗, ζ, ζ, ζ, ζ) ≥ 0

}
= R3 × R3.

Now let (v, v∗) ∈ R3 × R3. We set (v′, v′
∗) = Sω[ζ, ζ, ζ, ζ](v, v∗). Then

v′ = v + v∗

2 +
√
∆(·)Tω

[
v − v∗

|v − v∗|

]
= v + v∗

2 + |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
,

and analogously

v′
∗ = v + v∗

2 − |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
.

Thus we indeed have

Sω[ζ, ζ, ζ, ζ] :

R3 × R3 −→ R3 × R3

(v, v∗) 7→
(
v + v∗

2 + |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
,
v + v∗

2 − |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

])
.

□

The following Theorem 3.1 is the well-known characterization of collision invariants in the elastic case.

Theorem 3.1 Let r0 > 0 and ϕ ∈ L1
(
R3, e−|v|2/r0 dv

)
such that for a.e. (v, v∗) ∈ R3 × R3 and ω ∈ S2,

ϕ(v′(v, v∗, ω)) + ϕ(v′
∗(v, v∗, ω)) = ϕ(v) + ϕ(v∗).

with (v′(v, v∗, ω), v′
∗(v, v∗, ω)) = S̄ω(v, v∗). Then there exists (α, β, γ) ∈ R × R3 × R such that for a.e. v ∈ R3,

ϕ(v) = α+ β · v + γ

2 |v|2.

Proof For the proof, we refer the reader to Bouchut and Golse [47], Chapter 2. □

The following Theorem 3.2 characterises collision invariants in the general setting.

Theorem 3.2 Let ψ be a collision invariant, such that for µ-a.e. ζ ∈ E there exists rζ > 0 such that ψ(·, ζ) ∈
L1
(
R3, e−|v|2/rζ dv

)
. Then there exists (α, β, γ) ∈ R × R3 × R such that for µ-a.e. ζ ∈ E and a.e. v ∈ R3,

ψ(v, ζ) = α+ β · v + γ
(m

2 |v|2 + ε(ζ)
)
.

Proof Let us denote by Ẽ the set such that µ(E \Ẽ) = 0, and for all ζ ∈ Ẽ there exists rζ > 0 such that ψ(·, ζ) ∈
L1
(
R3, e−|v|2/rζ dv

)
, and for all ζ∗, ζ

′, ζ ′
∗ ∈ Ẽ , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ

′, ζ ′
∗] and a.e. ω ∈ S2[v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗],

ψ(v′, ζ ′) + ψ(v′
∗, ζ

′
∗) = ψ(v, ζ) + ψ(v∗, ζ∗),

where (v′, v′
∗) are defined by (v′, v′

∗) = Sω[ζ, ζ∗, ζ
′, ζ ′

∗](v, v∗).
First, we consider the equality for ζ = ζ∗ = ζ ′ = ζ ′

∗ ∈ Ẽ . From Lemma 3.1, Assumption 3.4 (in our framework,
all angles are allowed in elastic collisions) and Theorem 3.1, there exists (αζ , βζ , γζ) ∈ R × R3 × R such that
for a.e. v ∈ R3,

ψ(v, ζ) = αζ + βζ · v + γζ

(
1
2 |v|2

)
. (3.12)
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Let us now consider again the equation (3.11), using formula (3.12), ζ = ζ∗ ∈ Ẽ and ζ ′ = ζ ′
∗ ∈ Ẽ . It writes, for

a.e. (v, v∗) ∈ E[ζ, ζ, ζ ′, ζ ′] and a.e. ω ∈ S2[v, v∗, ζ, ζ, ζ
′, ζ ′],

2αζ + βζ · (v + v∗) + γζ

(
1
2 |v|2 + 1

2 |v∗|2
)

= 2αζ′ + βζ′ · (v′ + v′
∗) + γζ′

(
1
2 |v′|2 + 1

2 |v′
∗|2
)

where (v′, v′
∗) = Sω[ζ, ζ, ζ ′, ζ ′](v, v∗). By assumption 3.4, at fixed v, v∗, ζ, ζ

′, the set of angles ω for which the
above equation holds, S2[v, v∗, ζ, ζ, ζ

′, ζ ′], is not negligible. Using the conservation equations (2.5), we thus get
for a.e. v, v∗ such that 1

4 |v − v∗|2 ≥ 2
m

(ε(ζ ′) − ε(ζ)),

2
(
αζ − αζ′ −

γζ′

m
(ε(ζ ′) − ε(ζ))

)
+ (βζ − βζ′ ) · (v + v∗) + (γζ − γζ′ )

(
1
2 |v|2 + 1

2 |v∗|2
)

= 0.

A polynomial that vanishes on a set of infinite cardinal must have all its coefficients equal to zero, hence

γζ = γζ′

βζ = βζ′

αζ − γζ′
ε(ζ)
m

= αζ′ − γζ′
ε(ζ ′)
m

.

We conclude that there exists (α, β, γ) ∈ R × R3 × R such that for a.e. v ∈ R3 and for all ζ ∈ Ẽ (thus µ-a.e.
ζ ∈ E),

ψ(v, ζ) = α+ β · v + γ
(m

2 |v|2 + ε(ζ)
)
.

□

4 H Theorem and collision equilibria

Theorem 4.1 H Theorem. Let f : R3 × E → R+ be a measurable function such that for a.e. v ∈ R3 and
µ-a.e. ζ ∈ E, f(v, ζ) > 0. We assume that

�
E

�
R3

B−(f, f)(v, ζ) |ln(f)(v, ζ)| dv dµ(ζ) +
�

E

�
R3

B+(f, f)(v, ζ) |ln(f)(v, ζ)| dv dµ(ζ) < ∞.

Then �
E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ) ≤ 0, (4.1)

and

�
E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ) = 0

⇕
B(f, f)(v, ζ) = 0 for a.e. v ∈ R3 and µ-a.e. ζ ∈ E

⇕
ln(f) is a collision invariant.

Proof This proof is highly inspired by a proof which can be found in [47], Chapter 2. First we define, for µ-a.e.
ζ, ζ∗, ζ

′, ζ ′
∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ

′, ζ ′
∗] and a.e. ω ∈ S2,

P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) := 1
4(f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗))ln

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗)

f(v, ζ)f(v∗, ζ∗)

)
,

where (v′, v′
∗) = Sω[ζ, ζ∗, ζ

′, ζ ′
∗](v, v∗). Now by remarking that

∀x > 0, (x− 1)ln(x) ≥ 0,

we have, since f > 0 and considering x = f(v′, ζ ′)f(v′
∗, ζ

′
∗)

f(v, ζ)f(v∗, ζ∗) > 0,

P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = 1
4 f(v, ζ)f(v∗, ζ∗) (x− 1)ln(x) ≥ 0.
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Using Proposition 3.1 with ψ = ln(f),
�

E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ)

= −
�

E4

�
(R3)2

�
S2

P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ
′, ζ ′

∗).

Now from b ≥ 0 and P[f ] ≥ 0,
�

E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ) ≤ 0.

Let us now focus on the case of equality. Since the integrand P[f ] b is non-negative, it must be equal to zero.

�
E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ) = 0

=⇒
�

E4

�
E[ζ,ζ∗,ζ′,ζ′

∗]

�
S2

P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) b(·) dω dv dv∗ dµ⊗4(ζ, ζ∗, ζ
′, ζ ′

∗) = 0

=⇒ P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = 0 for a.e. v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω

=⇒ P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = 0 for µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ
′, ζ ′

∗]
and a.e. ω ∈ S2[v, v∗, ζ, ζ∗, ζ

′, ζ ′
∗],

where we recall that the set S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] is defined by Definition 3.4. Now since f > 0 and

∀x > 0, (x− 1)ln(x) = 0 =⇒ x = 1,

we finally obtain, writing S2[·] ≡ S2[v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗] to lighten the notations,

P[f ](v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) = 0 for µ-a.e. ζ, ζ∗, ζ
′, ζ ′

∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ
′, ζ ′

∗] and a.e. ω ∈ S2[·]
=⇒ f(v′, ζ ′)f(v′

∗, ζ
′
∗) = f(v, ζ)f(v∗, ζ∗) for µ-a.e. ζ, ζ∗, ζ

′, ζ ′
∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ

′, ζ ′
∗], a.e. ω ∈ S2[·]

=⇒ ln(f) is a collision invariant.

Note also that

ln(f) is a collision invariant
=⇒ f(v′, ζ ′)f(v′

∗, ζ
′
∗) = f(v, ζ)f(v∗, ζ∗) for µ-a.e. ζ, ζ∗, ζ

′, ζ ′
∗ ∈ E , a.e. (v, v∗) ∈ E[ζ, ζ∗, ζ

′, ζ ′
∗], a.e. ω ∈ S2[·]

=⇒ B(f, f)(v, ζ) = 0 for a.e. v ∈ R3 and µ-a.e. ζ ∈ E

=⇒
�

E

�
R3

B(f, f)(v, ζ) ln(f)(v, ζ) dv dµ(ζ) = 0,

which ends the proof. □

Let us assume that there exists f ∈ L1(R3 × E , dv dµ(ζ)) such that f verifies assumptions of Theorem 4.1 and
ln(f) verifies the hypotheses of Theorem 3.2. From Theorem 3.2, ∃ (α, β, γ) ∈ R × R3 × R such that for a.e.
v ∈ R3 and µ-a.e. ζ ∈ E ,

ln(f)(v, ζ) = α+ β · v + γ
(m

2 |v|2 + ε(ζ)
)
.

Since f ∈ L1(R3 × E , dv dµ(ζ)), we have γ < 0. Let us now set

T = − 1
kBγ

, u = − β

mγ
, A = exp

(
α− |β|2

2mγ

)
,

where kB is the Boltzmann constant. Then

f(v, ζ) = A exp
(

−m|v − u|2

2kBT
− ε(ζ)
kBT

)
.

and it can be easily checked that u is the average velocity of f , while T will provide its temperature (see
below). Note that indeed f ∈ L1(R3 × E , dv dµ(ζ)) thanks to Assumption 2.5. We define the density ρ

ρ :=
�

E

�
R3
mf(v, ζ) dv dµ(ζ).
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Then, almost everywhere,
f = M[ρ, u, T ],

where, for all (v, ζ) ∈ R3 × E ,

M[ρ, u, T ](v, ζ) := ρ

m

exp
(

−m|v − u|2

2kBT
− ε(ζ)
kBT

)
(

2πkBT

m

)3/2 �
E

exp
(

−ε(ζ∗)
kBT

)
dµ(ζ∗)

,

which we can rewrite

M[ρ, u, T ](v, ζ) = ρ m1/2 (2πkBT )−3/2 Z

(
1

kBT

)−1

exp
(

−m|v − u|2

2kBT
− ε̄(ζ)
kBT

)
, (4.2)

where ε̄ and Z are defined by equations (2.2) and (2.3).
First, note that by definition of ρ,

�
E

�
R3
mM[ρ, u, T ](v, ζ) dv dµ(ζ) = ρ > 0.

Also,

1
ρ

�
E

�
R3
mvM[ρ, u, T ](v, ζ) dv dµ(ζ) = m3/2 (2πkBT )−3/2

�
R3
v exp

(
−m|v − u|2

2kBT

)
dv = u.

The total energy density at collision equilibrium writes

eeq[u, T ] := m

ρ

�
E

�
R3

(m
2 |v|2 + ε(ζ)

)
M[ρ, u, T ](v, ζ) dv dµ(ζ)

= m3/2(2πkBT )−3/2
�
R3

m

2 |v|2 exp
(

−m|v − u|2

2kBT

)
dv +

�
E
ε(ζ) exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

�
E

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

,

and is finite thanks to Assumption 2.5 and Proposition 2.1. The term associated with the velocity is well-known,
and a classical computation gives

m3/2(2πkBT )−3/2
�
R3

m

2 |v|2 exp
(

−m|v − u|2

2kBT

)
dv = m

2 |u|2 + 3
2kBT.

Remark that �
E
ε(ζ) exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

�
E

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

= ε0 +

�
E
ε̄(ζ) exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

�
E

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

,

where we recall that ε0 = inf essµ{ε} and ε̄ = ε− ε0, see equation (2.2).

Definition 4.1 We define the (thermodynamic) number of internal degrees of freedom δ by

δ(T ) := 2
kBT


�

E
ε̄(ζ) exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

�
E

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

 . (4.3)

We notice that, since ε̄ ≥ 0 µ-a.e., δ ≥ 0.
The total energy density at collision equilibrium finally writes

eeq[u, T ] = ε0 + m

2 |u|2 + 3 + δ(T )
2 kBT.

3 + δ(T ) is the total (thermodynamic) number of degrees of freedom at temperature T , provided by the sum
of the 3 translational degrees of freedom and of the number of internal ones δ(T ).
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Definition 4.2 We define the specific heat at constant volume cV , for all T > 0,

cV (T ) := 3 +D(T )
2 , (4.4)

where

D(T ) :=
d
(
Tδ(T )

)
dT .

Remark 4.1 We recall that, from Proposition 2.1, the partition function Z defined by equation (2.3) is C∞.
Remarking that

Tδ(T ) = − 2
kB

(
ln(Z)

)′
(

1
kB T

)
,

then the function T 7→ Tδ(T ) is C∞ on R∗
+ and D is thus well-defined.

In the following propositions we show various mathematical properties of the function δ(T ).

Proposition 4.1 If µ(ε = ε0) > 0, then

δ(T ) −→
T →0+

0 and D(T ) −→
T →0+

0.

Proof First, note that µ(ε = ε0) > 0 =⇒ µ(ε̄ = 0) > 0. Since µ-a.e., ε̄ ≥ 0, we then have for k ∈ N
�

E

(
ε̄

kBT

)k

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ) = 1k=0 × µ(ε̄ = 0) +

�
ε̄>0

(
ε̄

kBT

)k

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ).

Now remark that for all y > 0, ey/2 ≥ 1 + y
2 + y2

8 . Thus

ye−y ≤ 2e−y/2 and y2e−y ≤ 8e−y/2.

Thus it comes

δ(T ) = 2

�
E

ε̄

kBT
exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

�
E

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

≤ 2

�
ε̄>0

ε̄

kBT
exp

(
− ε̄(ζ)
kBT

)
dµ(ζ)

µ(ε̄ = 0)

≤ 4
µ(ε̄ = 0)

�
ε̄>0

exp
(

− ε̄(ζ)
2kBT

)
dµ(ζ).

We can prove that (see proof of Proposition 4.3) 0 ≤ D(T ) ≤ 2
�

E

(
ε̄

kB T

)2
exp
(

− ε̄(ζ)
kB T

)
dµ(ζ)

�
E exp

(
− ε̄(ζ)

kB T

)
dµ(ζ)

, which implies

0 ≤ D(T ) ≤ 2

�
ε̄>0

(
ε̄

kBT

)2

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

µ(ε̄ = 0) ≤ 16
µ(ε̄ = 0)

�
ε̄>0

exp
(

− ε̄(ζ)
2kBT

)
dµ(ζ).

Now for all ζ ∈ {ε̄ > 0}, e−xε̄(ζ) −→
x→∞

0. Since (ζ 7→ e−xε̄(ζ))x>0 is a non-decreasing family of positive functions,
we get by monotone convergence �

ε̄>0
e−xε̄(ζ)dµ(ζ) −→

x→∞
0.

It follows that
�

ε̄>0
exp

(
− ε̄(ζ)

2kBT

)
dµ(ζ) −→

T →0+
0, and thus, since µ(ε̄ = 0) > 0,

0 ≤ δ(T ) ≤ 4
µ(ε̄ = 0)

�
ε̄>0

exp
(

− ε̄(ζ)
2kBT

)
dµ(ζ) −→

T →0+
0

and
0 ≤ D(T ) ≤ 16

µ(ε̄ = 0)

�
ε̄>0

exp
(

− ε̄(ζ)
2kBT

)
dµ(ζ) −→

T →0+
0,

so that finally
δ(T ) −→

T →0+
0 and D(T ) −→

T →0+
0.

□
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Proposition 4.2 For all T > 0,

δ(T ) = 1
T

� T

0
D(T ′) dT ′.

Proof We have for T1, T2 > 0,
� T2

T1

D(T ′) dT ′ = T2δ(T2)−T1δ(T1). We thus want to prove that Tδ(T ) −→
T →0+

0.

We proceed by disjunction of case. First, if µ(ε = ε0) > 0, then from Proposition 4.1, δ(T ) −→
T →0+

0, so
we also have Tδ(T ) −→

T →0+
0. If on the other hand µ(ε = ε0) = 0, then since ε0 = inf essµ{ε}, we have

µ(0 < ε̄ ≤ r) = µ(ε0 < ε ≤ ε0 + r) > 0 for all r > 0. Then from Lemma 9.1 in Appendix, for all r > 0,
�

E
ε̄(ζ)e−xε̄(ζ) dµ(ζ) =

x→∞

�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) + o

(�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)
)
,

and
�

E
e−xε̄(ζ) dµ(ζ) =

x→∞

�
ε̄≤r

e−xε̄(ζ) dµ(ζ) + o

(�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
)
.

Since µ({0 < ε̄ ≤ r}) > 0 and ε̄ ≥ 0 µ-a.e.,
�

ε̄≤r
ε̄(ζ)e−xε̄(ζ) dµ(ζ) > 0, so that

�
E
ε̄(ζ)e−xε̄(ζ) dµ(ζ) ∼

x→∞

�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ).

Also, µ({ε̄ ≤ r}) > 0 implies
�

ε̄≤r
e−xε̄(ζ) dµ(ζ) > 0, so that
�

E
e−xε̄(ζ) dµ(ζ) ∼

x→∞

�
ε̄≤r

e−xε̄(ζ) dµ(ζ).

Hence �
E ε̄(ζ)e

−xε̄(ζ) dµ(ζ)�
E e

−xε̄(ζ) dµ(ζ)
∼

x→∞

�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
.

Thus there exists xr > 0 such that for all x ≥ xr,

0 ≤
�

E ε̄(ζ)e
−xε̄(ζ) dµ(ζ)�

E e
−xε̄(ζ) dµ(ζ)

≤ 2
�

ε̄≤r
ε̄(ζ)e−xε̄(ζ) dµ(ζ)�

ε̄≤r
e−xε̄(ζ) dµ(ζ)

≤ 2 r.

Since it is true for all r > 0, we finally get
�

E ε̄(ζ)e
−xε̄(ζ) dµ(ζ)�

E e
−xε̄(ζ) dµ(ζ)

−→
x→∞

0.

It follows that in any case

Tδ(T ) = 2
kB

�
E ε̄(ζ)e

− ε̄(ζ)
kB T dµ(ζ)�

E e
− ε̄(ζ)

kB T dµ(ζ)
−→

T →0+
0.

□

Remark 4.2 This Proposition 4.2 along with Remark 4.1 justify our choice to define the partition function
by
�

E
e−βε̄(ζ) dµ(ζ) (with ε̄) instead of simply

�
E
e−βε(ζ) dµ(ζ) (with ε). Indeed, if the second definition were

taken, and δ were still defined by − 2
kBT

(
ln(Z)

)′ ( 1
kB T

)
, then ε0 ̸= 0 would imply δ(T ) ∼

T →0

2 ε0

kBT
, which is

non-physical. On the other hand, choosing ε̄ in the definition always yields Tδ(T ) −→
T →0

0, and thus the formula

δ(T ) = 1
T

� T

0
D(T ′) dT ′, which is physically coherent.

As a consequence of Proposition 4.2, the total energy at the equilibrium may be cast as

eeq[u, T ] = ε0 + m

2 |u|2 +
� T

0
cV (T ′) kB dT ′.
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A probabilistic interpretation may also be provided for the functions δ(T ) and D(T ). Indeed, for T > 0, we
define the Gibbs (probability) measure νT on (E ,A) by

dνT

dµ (ζ) = Z

(
1

kBT

)−1

exp
(

− ε̄(ζ)
kBT

)
, (4.5)

where Z is the partition function defined by equation (2.3); then for all T > 0, (E ,A, νT ) is a probability
space. Since ε̄ : E → R is (A,Bor(R))-measurable, it is a real random variable on (E ,A, νT ).

Proposition 4.3 For all T > 0,

δ(T ) = 2EνT

[
ε̄

kBT

]
, (4.6)

and

D(T ) = 2 VarνT

[
ε̄

kBT

]
, (4.7)

where EνT
and VarνT

are respectively the expectation and the variance under the probability νT .

Proof The following computations are possible thanks to Assumption 2.5. The first part of the proposition
comes from

�
E ε̄(ζ) exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

�
E exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

=
�

E
ε̄(ζ)Z

(
1

kBT

)−1

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ) =

�
E
ε̄(ζ) dνT (ζ) = EνT

[ε̄].

For equation (4.7), we remark that from Proposition 2.1,

EνT
[ε̄] =

�
E ε̄(ζ) exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

�
E exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

=
−Z ′ ( 1

kBT

)
Z
( 1

kBT

) , EνT

[
ε̄2] =

�
E ε̄(ζ)

2 exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

�
E exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

=
Z ′′ ( 1

kBT

)
Z
( 1

kBT

) .
It follows that

D(T ) = 2 d
kB dT

(
−Z ′ ( 1

kBT

)
Z
( 1

kBT

) ) = 2
(kBT )2

Z ′′ ( 1
kBT

)
Z
( 1

kBT

) −

(
−Z ′ ( 1

kBT

)
Z
( 1

kBT

) )2


= 2
(kBT )2

(
EνT

[
ε̄2]− (EνT

[ε̄])2) = 2
(kBT )2 VarνT

[ε̄] = 2 VarνT

[
ε̄

kBT

]
.

□

Corollary 4.1 For all T > 0, D(T ) ≥ 0.

Proof It is an immediate consequence of Proposition 4.3. □

Corollary 4.2 If there exists R ∈ R such that ε ≤ R µ-a.e., then

δ(T ) −→
T →∞

0, and D(T ) −→
T →∞

0.

Proof Necessarily R ≥ ε0, and from Proposition 4.3

0 ≤ δ(T ) = 2EνT

[
ε̄

kBT

]
≤ 2(R− ε0)

kBT
−→

T →∞
0,

and

0 ≤ D(T ) = 2 VarνT

[
ε̄

kBT

]
≤ 2EνT

[(
ε̄

kBT

)2
]

≤ 2(R− ε0)2

(kBT )2 −→
T →∞

0.

□
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We define now the function Θ, for all T ∈ R∗
+, as

Θ(T ) :=
� T

0
cV (T ′) kB dT ′, (4.8)

such that
eeq[u, T ] = ε0 + m

2 |u|2 +Θ(T ).

Proposition 4.4 Θ is continuous on R∗
+, can be extended by continuity to R+, setting Θ(0) = 0, increasing

on R+, with Θ(T ) −→
T →∞

∞, and thus a bijection from R+ to R+.

Proof The result is immediate, since from Corollary 4.1 we have cV ≥ 3
2 . □

We then have

T = Θ−1
(
m

ρ

�
E

�
R3

(m
2 |v − u|2 + ε̄(ζ)

)
f(v, ζ) dv dµ(ζ)

)
,

which explains and rigorously justifies the definition of temperature stated in equation (3.2).

5 Euler limit

Let us assume that there exists f solution to the Boltzmann equation (3.1) such that for all t, x, f(t, x, ·, ·) is
a Maxwellian, that is

f(t, x, v, ζ) = M[ρ(t, x), u(t, x), T (t, x)](v, ζ).

Since
∂tf(t, x, v, ζ) + v · ∇xf(t, x, v, ζ) = B(f, f)(t, x, v, ζ)

and �
E

�
R3

 m
mv

m
2 |v|2 + ε(ζ)

B(f, f)(t, x, v, ζ) dv dµ(ζ) = 0,

we have

∂t

(�
E

�
R3
mf(t, x, v, ζ) dv dµ(ζ)

)
+ divx

(�
E

�
R3
mvf(t, x, v, ζ) dv dµ(ζ)

)
= 0

∂t

(�
E

�
R3
mvf(t, x, v, ζ) dv dµ(ζ)

)
+ divx

(�
E

�
R3
mv ⊗ vf(t, x, v, ζ) dv dµ(ζ)

)
= 0

∂t

( �
E

�
R3

(m
2 |v|2 + ε(ζ)

)
f(t, x, v, ζ) dv dµ(ζ)

)
+ divx

( �
E

�
R3
v
(m

2 |v|2 + ε(ζ)
)
f(t, x, v, ζ) dv dµ(ζ)

)
= 0.

Since f(t, x, v, ζ) = M[ρ(t, x), u(t, x), T (t, x)](v, ζ), we have from the definitions of mass, momentum, and total
energy

∂tρ+ divx (ρ u) = 0

∂t (ρ u) + divx

(�
E

�
R3
mv ⊗ vM[ρ, u, T ](v, ζ) dv dµ(ζ)

)
= 0

∂t

(
ρ ε0 + 1

2ρ|u|2 + ρ

m

3 + δ(T )
2 kBT

)
+ divx

(�
E

�
R3
v
(m

2 |v|2 + ε(ζ)
)

M[ρ, u, T ](v, ζ) dv dµ(ζ)

)
= 0.

We are left with two terms to compute. First, by a classical argument (see [47], Chapter 2),
�

E

�
R3
mv ⊗ vM[ρ, u, T ](v, ζ) dv dµ(ζ) = ρm1/2 (2πkBT )−3/2

�
R3
mv ⊗ v exp

(
−m|v − u|2

2kBT

)
dv

= ρ u⊗ u+ ρ

m
kBT Id,
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where Id is the identity matrix. Also by a classical argument,�
E

�
R3
v
(m

2 |v|2 + ε(ζ)
)

M[ρ, u, T ](v, ζ) dv dµ(ζ)

= ρm1/2 (2πkBT )−3/2
�
R3
v
m

2 |v|2 exp
(

−m|v − u|2

2kBT

)
dv +

�
E

�
R3
v ε(ζ)M[ρ, u, T ](v, ζ) dv dµ(ζ)

= 1
2ρ |u|2u+ ρ

m
kBT u+ ρ

m

3
2kBT u+ ρ

m

�E ε(ζ) exp
(

− ε̄(ζ)
kBT

)
dµ(ζ)

�
E exp

(
− ε̄(ζ)

kBT

)
dµ(ζ)

u

= 1
2ρ |u|2u+ ρ

m
kBT u+ ρ

m

3 + δ(T )
2 kBT u+ ρ

m
ε0 u.

We set
p(t, x) := ρ

m
kBT (t, x) and θ(t, x) := 3 + δ(T (t, x))

2 kBT (t, x).

Remarking that ∂t(ρ ε0) + divx

(
ρ ε0 u

)
= ε0(∂tρ + divx (ρ u)

)
= 0, we obtain the compressible Euler set of

equations, with ρ the density, u the velocity, p the pressure and θ the specific internal energy density.
∂tρ+ divx (ρ u) = 0

∂t (ρ u) + divx (ρ u⊗ u) + ∇xp = 0

∂t

(
1
2ρ|u|2 + ρ

m
θ

)
+ divx

(
1
2ρ|u|2u+ ρ

m
θ u+ p u

)
= 0.

(5.1)

6 Equipartition Theorem

In this section we show how is possible to combine different measure spaces of internal states into a unique
kinetic model for the considered polyatomic gas.

Theorem 6.1 Equipartition Theorem. Let L ∈ N∗. Consider (El,Al, µl)1≤l≤L, and for all 1 ≤ l ≤ L,
εl : (El,Al) → (R,Bor(R)) measurable such that Assumptions 2.3 and 2.5 hold for all (µl, εl). Let us define

E = E1 × · · · × EL, A = A1 ⊗ · · · ⊗ AL, µ = µ1 ⊗ · · · ⊗ µL

and

∀ζ = (ζ1, . . . , ζL) ∈ E , ε(ζ) =
L∑

l=1

εl(ζl).

Then Assumptions 2.3 and 2.5 hold for (µ, ε), and for all T > 0, the Gibbs measure defined in (4.5) turns out
to be

νT = ν1
T ⊗ · · · ⊗ νL

T

and moreover one has

δ(T ) =
L∑

l=1

δl(T ), D(T ) =
L∑

l=1

Dl(T ).

Proof Let T > 0. Let us first prove that νT = ν1
T ⊗ · · · ⊗ νL

T . We first remark that ε̄(ζ) =
∑L

l=1 ε̄l(ζl). Let
A = (A1, . . . , AL) ∈ A1 × · · · × AL. Then

�
A

exp
(

− ε̄(ζ)
kBT

)
dµ(ζ) =

�
A1

. . .

�
AL

(
exp

(
−
∑L

l=1 ε̄l(ζl)
kBT

))
dµ1(ζ1) . . . dµL(ζL)

=
�

A1

. . .

�
AL

(
L∏

l=1

exp
(

− ε̄l(ζl)
kBT

))
dµ1(ζ1) . . . dµL(ζL)

=
L∏

l=1

�
Al

exp
(

− ε̄l(ζl)
kBT

)
dµl(ζl).

Since this also holds for A = E = E1 × · · · × EL, we then have

νT (A) =
L∏

l=1

�
Al

exp
(

− ε̄l(ζl)
kBT

)
dµl(ζl)

�
El

exp
(

− ε̄l(ζl)
kBT

)
dµl(ζl)

=
L∏

l=1

νl
T (Al),



A general framework for the kinetic modelling of polyatomic gases 21

that is νT = ν1
T ⊗ · · · ⊗ νL

T .
Each εl (thus also ε̄l) can also be seen as a real random variable on (E ,A, νT ), by setting εl(ζ) ≡ εl(ζl). It
follows that

δ(T ) = 2EνT

[
ε̄

kBT

]
= 2EνT

[
L∑

l=1

ε̄l

kBT

]
= 2

L∑
l=1

EνT

[
ε̄l

kBT

]
=

L∑
l=1

δl(T ).

Finally, since ε1, . . . , εL are independent under νT (νT is tensorized and they each depend on a different
variable),

D(T ) = 2 VarνT

[
ε̄

kBT

]
= 2 VarνT

[
L∑

l=1

ε̄l

kBT

]
= 2

L∑
l=1

VarνT

[
ε̄l

kBT

]
=

L∑
l=1

Dl(T ).

□

We show now the results relevant to some particular options.

Proposition 6.1 Let C1, C2 > 0, β > 0 and α > −1. Denoting by Bor(R) the set Borelians of R, we consider

(E ,A, dµ(ζ)) = (R,Bor(R), C1|z|α dz) , ε(z) = C2|z|β .

Then for all T > 0,

δ(T ) = D(T ) = 2(α+ 1)
β

.

Proof Set T > 0 and α > −1. Performing the change of variables x = C2|z|β , and then y = x/(kBT ), we get
�
R
C2|z|β exp

(
−C2|z|β

kBT

)
C1|z|α dz = 2C1C

α−1
β

2
β

� ∞

0
x exp

(
− x

kBT

)
x

α
β x

1−β
β dx

= 2C1C
α−1

β

2
β

� ∞

0
x

α+1
β exp

(
− x

kBT

)
dx

= 2C1C
α−1

β

2
β

(kBT )
α+1

β +1
� ∞

0
y

α+1
β e−y dy

= 2C1C
α−1

β

2
β

(kBT )
α+1

β +1
(
α+ 1
β

) � ∞

0
y

α+1
β −1 e−y dy.

Analogously, performing the same changes of variables
�
R

exp
(

−C2|z|β

kBT

)
C1|z|α dz = 2C1C

α−1
β

2
β

� ∞

0
exp

(
− x

kBT

)
x

α
β x

1−β
β dx

= 2C1C
α−1

β

2
β

� ∞

0
x

α+1
β −1 exp

(
− x

kBT

)
dx

= 2C1C
α−1

β

2
β

(kBT )
α+1

β

� ∞

0
y

α+1
β −1 e−y dy.

We deduce that

δ(T ) = 2
kBT

�
R C2|z|β exp

(
− C2|z|β

kBT

)
C1|z|α dz

�
R exp

(
− C2|z|β

kBT

)
C1|z|α dz

= 2(α+ 1)
β

.

Since δ does not depend on T , we have D(T ) = δ(T ) = 2(α+ 1)
β

. □

Corollary 6.1 We consider a1, . . . , ad > 0 and

(E ,A, dµ(ζ)) =
(
Rd,Bor(Rd), dz

)
, ε(z) =

d∑
l=1

al z
2
l .

Then for all T > 0,
δ(T ) = D(T ) = d.

Proof This Corollary is a consequence of Proposition 6.1 with α = 0, β = 2, and Proposition 6.1 with
(El,Al, dµl) = (R,Bor(R),dz) and εl(z) = al z

2 for 1 ≤ l ≤ d. □
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7 Models within the framework

7.1 Existing models

In this subsection, we show that our framework encapsulates various existing models. The parameters to choose
in order to build the model are (E ,A, µ) and ε.

The monoatomic gas

The model for the monoatomic gas is the classical Boltzmann model, which considers elastic collisions only.
We refer the reader to [47]. To recover this model in our framework, simply set E = {0}, A = P(E), µ({0}) = 1
and ε(0) = ε0 ∈ R. Then the state of a molecule is described by (v, ζ) ∈ R3 × {0}, thus simply by v ∈ R3. The
conservation laws become{

mv +mv∗ = mv′ +mv′
∗

m

2 |v|2 + ε0 + m

2 |v∗|2 + ε0 = m

2 |v′|2 + ε0 + m

2 |v′
∗|2 + ε0,

which simplify into the conservation laws of an elastic collision{
v + v∗ = v′ + v′

∗

|v|2 + |v∗|2 = |v′|2 + |v′
∗|2.

From there, the classical post-collision velocities
v′ = v + v∗

2 + |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
v′

∗ = v + v∗

2 − |v − v∗|
2 Tω

[
v − v∗

|v − v∗|

]
are recovered. The number of internal degrees of freedom and heat capacity at constant volume associated
with this model are, as expected,

δ = 0 and cV = 3
2 ,

reproducing that fact that an atom has only the three translational degrees of freedom.

The weighted model with one continuous variable

This model was originally proposed by Borgnakke et al. in [9] and completed with the introduction of a weight
φ of integration by Desvillettes et al. in [10,11] in order to accurately describe polyatomic gases with the
introduction of a single parameter I related to the internal energy of the molecule. The state of a molecule is
described by (v, I) ∈ R3 × R+, and the associated total energy is m2 |v|2 + I.

To recover this model in our framework, set E = R+, A the set of Borelians of R+, dµ(I) = φ(I)dI, and for
I ∈ R+, ε(I) = I. The conservation laws of a collision write, when the collision is possible, as{

mv +mv∗ = mv′ +mv′
∗

m

2 |v|2 + I + m

2 |v∗|2 + I∗ = m

2 |v′|2 + I ′ + m

2 |v′
∗|2 + I ′

∗.

Since I is a continuous parameter, in [11], Desvillettes et al. introduce e = m

4 |v − v∗|2 + I + I∗, r = I ′

I ′ + I ′
∗

and R =
m
4 |v′ − v′

∗|2

e
. Using these parameters, the post-collision velocities write in their formulation

v′ = v + v∗

2 +
√
ReTω

[
v − v∗

|v − v∗|

]
v′

∗ = v + v∗

2 −
√
ReTω

[
v − v∗

|v − v∗|

]
Our formula for post-collision velocities is equivalent and writes, for allowed collisions,

v′ = v + v∗

2 +
√

1
4 |v − v∗|2 + 1

m
(I + I∗ − I ′ − I ′

∗)Tω

[
v − v∗

|v − v∗|

]
v′

∗ = v + v∗

2 −
√

1
4 |v − v∗|2 + 1

m
(I + I∗ − I ′ − I ′

∗)Tω

[
v − v∗

|v − v∗|

]



A general framework for the kinetic modelling of polyatomic gases 23

The main technical difference between the two approaches is that the authors in [11] fix all the pre–collision
parameters (velocities, internal energies, r and R) and study then the transformation

S̃ω : (v, v∗, I, I∗, r, R) 7→ (v′, v′
∗, I

′, I ′
∗, r

′, R′)

defined on R3 × R3 × R+ × R+ × [0, 1] × [0, 1], while, in our framework, we fix pre–collision velocities and all
pre– and post–interaction internal energies and we study the transformation

Sω[I, I∗, I
′, I ′

∗] : (v, v∗) 7→ (v′, v′
∗)

defined on E[I, I∗, I
′, I ′

∗].
We are able to prove that the two methods are equivalent. Indeed, we denote by Φ the bijection

Φ :

{
Ω̃ → Ω

(v, v∗, I, I∗, r, R) 7→ (v, v∗, I, I∗, I
′, I ′

∗),

where Ω̃ = (R3)2 × (R+)2 × [0, 1]2 and Ω =
{

(v, v∗, I, I∗, I
′, I ′

∗) ∈ (R3)2 × (R+)4, (v, v∗) ∈ E[I, I∗, I
′, I ′

∗]
}

. Its
Jacobian can be computed and is equal to

J [Φ](v, v∗, I, I∗, r, R) = (1 −R)e2,

where we recall that e = m

4 |v − v∗|2 + I + I∗ = m

4 |v′ − v′
∗|2 + I ′ + I ′

∗ = e′. Then

Sω[I, I∗, I
′, I ′

∗](v, v∗) = (v′, v′
∗)

Φ ◦ S̃ω ◦ Φ−1(v, v∗, I, I∗, I
′, I ′

∗) = (v′, v′
∗, I

′, I ′
∗, I, I∗),

and we remark that (see Lemma 1. in [11] and equation (2.11))

J
[
Φ ◦ S̃ω ◦ Φ−1] (v, v∗, I, I∗, I

′, I ′
∗) = (1 −R′)(e′)2 (1 −R)|v′ − v′

∗|
(1 −R′)|v − v∗|

1
(1 −R)e2

= |v′ − v′
∗|

|v − v∗|
= J [Sω[I, I∗, I

′, I ′
∗]] (v, v∗).

The authors in [11] consider a kernel B : Ω̃ × S2 → R+ with the micro-reversibility conditions

B(v, v∗, I, I∗, R, r, ω) = B(v∗, v, I∗, I, R, 1 − r, ω)
B(v, v∗, I, I∗, R, r, ω) = B(v′, v′

∗, I
′, I ′

∗, R
′, r′, ω).

We define on Ω × S2

b(v, v∗, I, I∗, I
′, I ′

∗, ω) = 1
e2 |v − v∗|−1 B(·, ω) ◦ Φ−1(v, v∗, I, I∗, I

′, I ′
∗)

φ(I)φ(I∗)φ(I ′)φ(I ′
∗) ,

and set b to zero elsewhere. Then, since e = e′,

b(v, v∗, I, I∗, I
′, I ′

∗, ω) = b(v∗, v, I∗, I, I
′
∗, I

′, ω)
|v − v∗| b(v, v∗, I, I∗, I

′, I ′
∗, ω) = |v′ − v′

∗| b(v′, v′
∗, I

′, I ′
∗, I, I∗, ω),

which are the symmetry and micro-reversibility conditions in our framework. It follows that the difference
of approach is purely technical, and does not lead to theoretical discrepancies. The same distribution f and
macroscopic quantities are recovered. Indeed, in this case, with ζ = I,

B(f, f)(v, ζ) =
�

E3

�
R3

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
b(·) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗)

=
�

(R+)3

�
R3

�
S2

(
f(v′, I ′)f(v′

∗, I
′
∗) − f(v, I)f(v∗, I∗)

)
b(·) dω dv∗ φ(I∗)φ(I ′)φ(I ′

∗) dI∗ dI ′ dI ′
∗

=
�
S2

�
Ω[v,I]

(
f(v′, I ′)f(v′

∗, I
′
∗) − f(v, I)f(v∗, I∗)

) 1
e2 |v − v∗|−1 B(·, ω) ◦ Φ−1(·) 1

φ(I) dv∗ dI∗ dI ′ dI ′
∗ dω

=
�
S2

�
Ω̃[v,I]

(
f(v′, I ′)f(v′

∗, I
′
∗) − f(v, I)f(v∗, I∗)

)
|v − v∗|−1 B(·, ω)J [Φ](·)

e2
1

φ(I) dv∗ dI∗ dR dr dω

=
�

[0,1]2

�
R+

�
S2

(
f(v′, I ′)f(v′

∗, I
′
∗) − f(v, I)f(v∗, I∗)

)
|v − v∗|−1 (1 −R)B(·, ω) 1

φ(I) dω dv∗ dI∗ dR dr ,
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where we recall that J [Φ](v, v∗, I, I∗, r, R) = (1 −R)e2 is the Jacobian of Φ. We denoted by Ω[v, I] the set of
(v∗, I∗, I

′, I ′
∗) such that (v, v∗, I, I∗, I

′, I ′
∗) ∈ Ω and the same for Ω̃. We recover the same macroscopic quantities

as well, for example the density

ρ(t, x) =
�

E

�
R3
mf(t, x, v, ζ) dv dµ(ζ) =

�
R+

�
R3
mf(t, x, v, I) dv φ(I) dI.

Remark 7.1 The approach in [9,11] consists in distributing the energy of the incoming molecules simultane-
ously to the post-collision relative kinetic energy and to the internal states, whereas, in our framework, we
fix the pre and post-collision internal states and consider afterwards the set of pre-collision velocity pairs for
which this collision is possible.

This model is generally used with φ(I) = Iα, with α > −1. From Proposition 6.1, we recover that in this case
(β = 1 in the proposition), the number of internal degrees of freedom and heat capacity at constant volume
are

δ = 2(α+ 1) and cV = 5
2 + α.

The model with discrete energy levels

In order to accurately describe the vibration inside molecules, a model with a discrete-energy levels description
is proposed by Groppi and Spiga in [7]. The authors consider a finite set of internal energy levels (εn)n∈J0,NK ∈
RN+1. The state of a molecule is then (v, n) ∈ R3 × J0, NK, and the associated total energy is m

2 |v|2 + εn.
The authors define δkl

ij = 4
m (εk + εl − εi − εj), g = |v − v∗| and g′ = |v′ − v′

∗|. A collision is allowed when

g2 − δkl
ij ≥ 0, with then g′ =

√
g2 − δkl

ij .

To recover this model in our framework, we set E = J0, NK, A = P(J0, NK), µ the counting measure on J0, NK
and for n ∈ J0, NK, ε(n) = εn. Indeed, note that

g2 − δkl
ij ≥ 0 ⇐⇒ 1

4 |v − v∗|2 + 1
m

(εi + εj − εk − εl) ≥ 0 ⇐⇒ ∆(v, v∗, i, j, k, l) ≥ 0,

where ∆ is defined in equation (2.6). Moreover, the authors give (formula (2.6) in [7])

dv′ dv′
∗ dΩ′ = 1g2≥δkl

ij

g′

g
dv dv∗ dΩ,

which corresponds in our framework to the Jacobian of the transformation (v, v∗) 7→ (v′, v′
∗), see formula

(2.11). The authors in [7] give the following post-collision velocities

v′ = v + v∗

2 + 1
2

√
g2 − δkl

ij Ω

v′
∗ = v + v∗

2 − 1
2

√
g2 − δkl

ij Ω,

where Ω ∈ S2. Now remark that 1
2

√
g2 − δkl

ij =
√
∆(v, v∗, i, j, k, l) and there exists (assuming v ̸= v∗) ω ∈ S2

such that Ω = Tω

[
v−v∗

|v−v∗|

]
. We then have, like in our framework,

v′ = v + v∗

2 +
√
∆(v, v∗, i, j, k, l) Tω

[
v − v∗

|v − v∗|

]
v′

∗ = v + v∗

2 −
√
∆(v, v∗, i, j, k, l) Tω

[
v − v∗

|v − v∗|

]
.

The authors in [7] define the cross-section σkl
ij , with the symmetry and micro-reversibility conditions

σkl
ij (v, v∗, ω) = σlk

ji (v∗, v, ω)
|v − v∗|2σkl

ij (v, v∗, ω) = |v′ − v′
∗|2σkl

ij (v′, v′
∗, ω).

By defining the collision kernel

b(v, v∗, i, j, k, l, ω) = 1g2≥δkl
ij

|v − v∗|σkl
ij (v, v∗, ω),
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b verifies the positivity assumption (if σkl
ij is properly defined) and from the properties assumed for σkl

ij we
recover

b(v, v∗, i, j, k, l, ω) = b(v∗, v, j, i, l, k, ω)
|v − v∗|b(v, v∗, i, j, k, l, ω) = |v′ − v′

∗|b(v′, v′
∗, k, l, i, j, ω).

Finally, with (ζ, ζ∗, ζ
′, ζ ′

∗) = (i, j, k, l),

B(f, f)(v, ζ) =
�

E3

�
R3

�
S2

(
f(v′, ζ ′)f(v′

∗, ζ
′
∗) − f(v, ζ)f(v∗, ζ∗)

)
b(·) dω dv∗ dµ⊗3(ζ∗, ζ

′, ζ ′
∗)

=
∑

j,k,l∈J0,NK

�
R3

�
S2

(
f(v′, k)f(v′

∗, l) − f(v, i)f(v∗, j)
)
b(v, v∗, i, j, k, l, ω) dω dv∗

=
∑

j,k,l∈J0,NK

�
R3

�
S2

1g2≥δkl
ij

|v − v∗|σkl
ij (v, v∗, ω)

(
fk(v′)fl(v′

∗) − fi(v)fj(v∗)
)

dω dv∗,

with the notation fi(v) = f(v, i). The same macroscopic quantities are recovered as well, for instance the
density

ρ(t, x) =
�

E

�
R3
mf(t, x, v, ζ) dv dµ(ζ) =

N∑
i=0

�
R3
mfi(t, x, v) dv.

7.2 Combination of the continuous and discrete models

The continuous and discrete models can be combined in our framework. Let us consider a finite set of internal
energy levels (ϵn)n∈J0,NK ∈ RN+1 and a weight function φ on R+. We can build the following model

(E ,A,dµ(ζ)) = (R+ × J0, NK, Bor(R+) ⊗ P(J0, NK), φ(I) dI × 1) , ε(I, n) = I + ϵn, (7.1)

where 1 stands for the counting measure. The Boltzmann operator writes

B(f, f)(v, I, i) =∑
j,k,l∈J0,NK

�
(R+)3

�
R3

�
S2

(
fk(v′, I ′)fl(v′

∗, I
′
∗) − fi(v, I)fj(v∗, I∗)

)
b(·) dω dv∗ φ(I∗) dI∗ φ(I ′) dI ′ φ(I ′

∗) dI ′
∗ .

Let us set ϵ0 = min
0≤n≤N

{ϵn}. From Theorem 6.1, the Maxwellian writes

M[ρ, u, T ](v, I, i) = ρm1/2 (2πkBT )−3/2 Zc

(
1

kBT

)−1

Zd

(
1

kBT

)−1

exp
(

−m|v − u|2

2kBT
− I

kBT
− ϵi − ϵ0

kBT

)
,

where Zc and Zd are the partition functions respectively associated to the continuous and discrete parts, for
all β > 0

Zc(β) =
�
R+

e−βI φ(I) dI, Zd(β) =
N∑

n=0

e−β(ϵn−ϵ0).

Finally, again from Theorem 6.1, the number of internal degrees of freedom writes

δ(T ) = δc(T ) + δd(T ) = 2
kBT

�
R+
I exp

(
− I

kBT

)
φ(I) dI�

R+
exp

(
− I

kBT

)
φ(I) dI

+ 2
kBT

∑N
n=0(ϵn − ϵ0) exp

(
− (ϵn−ϵ0)

kBT

)
∑N

n=0 exp
(

− (ϵn−ϵ0)
kBT

) .

As seen previously, if φ(I) = Iα with α > −1, then δc = 2(α+ 1). This model with internal energy described
by two different variables, a continuous and a discrete one, may be used to separate the vibrational energy of
a molecule from the rotational part. As suggested in [31], the rotational energy may be modelled by means of
a continuous variable, while for the vibrational energy a discrete approximation is more suitable. Note that
the number of internal degrees of freedom turns out to be, as expected, the sum of the vibrational and the
rotational ones.
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7.3 Building a model within the framework

In this subsection, we explain how to build a model for a polyatomic gas within our framework, with an
example. Building an accurate model corresponds to giving an accurate description of the internal states of a
given molecule. On this subject, the main field to rely on is Molecular Mechanics/Quantum Chemistry, see for
example [48]. There are various phenomena to be taken into account, typically rotation, vibration, electronic
excitation and nuclei spin, that could also be correlated. For the sake of simplicity of the mathematical model,
it could be enough to take only rotation and vibration into account, and assume them to be uncorrelated, but
there are physical problems where this kind of description is too simplistic. The most appropriate model in a
given situation typically depends on the considered regime and the desired degree of complexity and accuracy.
This is the reason why we wish not to propose one model, but to give examples and insights on how to build
realistic models inside our framework.

Quantum description of the internal structure

To our knowledge, the currently best internal description of a molecule is given by quantum mechanics. Suppose
to have a Hamiltonian operator Ĥ. Let {λq}q∈Q be the set of its (real) eigenvalues, where Q is a discrete set
(e.g. N,N2, . . . ). We denote by rq the dimension of the eigenvector space associated with the eigenvalue λq.
The values λq are the possible measurable energy levels associated to the operator Ĥ, and rq is the so–called
degeneracy of the qth energy level. We then consider a subset Q̃ ⊂ Q, the set of energy levels of the bound
states (the physically admissible energy levels), and build the following model

(E ,A, µ) = (Q̃,P(Q̃), (rq)q), ε(q) = λq ,

where the notation µ = (rq)q means that µ({q}) = rq. As we explained in subsection 3.2, degeneracy is indeed
included in the model via the measure µ.
We remark that if the set of bound states Q̃ = Q and inf{λq}q∈Q = 0, then we recover the formula of statistical
mechanics for the partition function (see [49], Chapter 9)

Z(β) =
∑
q∈Q

e−βλq rq = Tr(e−βĤ),

where Tr(e−βĤ) is the trace of the operator e−βĤ .

Remark 7.2 The framework we present in this paper, with the Boltzmann equation (3.1), is “at most” semi-
classical, in the sense that the velocity part is described by classical mechanics. A full quantum mechanical
Boltzmann equation was derived by Waldmann [54] and Snider [55]. In our framework, we assume that the
gas is isotropic (no polarization effects), and other quantum considerations would only appear in the internal
structure (E ,A, µ), ε of the molecule.

Semi-classical description of the internal structure

A possible approach is to consider only rotation and vibration, describing independently rotation with classical
mechanics and vibration with quantum mechanics. The description of vibration is thus exactly the model of
the previous paragraph, with a Hamiltonian describing only vibration,

(Evib,Avib, µvib) = (Q̃,P(Q̃), (rq)q), εvib(q) = λq.

We assume the molecule to be a rigid rotor, that is, in the description of rotation we assume that no deformation
is induced in the molecule. The rotation-related internal state we consider is thus the angular velocity of the
molecule in a coordinate system attached to the molecule. In general, this angular velocity lives in R3, however
when the molecule is linear, being symmetric by rotation around its own axis, the contribution of the angular
momentum’s coordinate along this axis can be assumed to be 0 (this approximation can be found for example
in [50], section 7). Thus, in the case of a linear molecule, the angular momentum, in a coordinate system
attached to the molecule with one axis being the molecule’s axis, would live in R2. Moreover, in the linear
case, the moment of inertia is the same in both directions. This way of modelling leads to the following
framework for the description of rotation

(Erot,Arot,dµrot(z)) =
(
Rd,Bor(Rd),dz

)
, εrot(z) = 1

2

d∑
i=1

Ii z
2
i ,
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where Ii is the moment of inertia along the i-th axis, z is the angular velocity in a coordinate system attached
to the molecule, d = 2 and I1 = I2 = I if the molecule is linear, d = 3 if the molecule is non-linear. The model
taking rotation and vibration into account then writes

(E ,A, dµ(ζ)) =
(
Rd × Q̃, Bor(Rd) ⊗ P(Q̃), dz rq

)
, ε(z, q) = 1

2

d∑
i=1

Ii z
2
i + λq,

From Theorem 6.1, for all T > 0,

dνT (z, q) = dνrot
T (z) dνvib

T (q) =
d∏

i=1

exp
(

− Ii z2
i

2kBT

)
( 2πkBT

Ii

)1/2 dz
exp

(
− (λq−λ0)

kBT

)
∑

q′∈Q̃ exp
(

− (λq′ −λ0)
kBT

)
rq′

rq.

Moreover, setting λ0 = inf
q∈Q̃

{λq} (∈ R by assumption) and using Theorem 6.1 and Proposition 6.1, the number

of internal degrees of freedom turns out to be

δ(T ) = δrot(T ) + δvib(T ) = d+ 2

∑
q∈Q̃

(λq−λ0)
kBT exp

(
− (λq−λ0)

kBT

)
rq∑

q∈Q̃ exp
(

− (λq−λ0)
kBT

)
rq

.

Example: the 1H 19F gas

As an example, we propose four models within our framework for the Hydrogen Fluoride (1H 19F) gas. We
focus only on rotation and vibration. We propose two semi-classical models and two quantum models. For
the formulas of eigenvalues presented hereafter, we refer to the Chapter Spectroscopy Constants of Diatomic
Molecules in [51].

1. Harmonic semi-classical model. We describe the internal states of 1H 19F with a semi-classical approach. Since
this molecule is diatomic, it is linear, so that d = 2 and I1 = I2 in the description of rotation, and has only
one mode of vibration. In this simplified model, the Hamiltonian is assumed to include the harmonic potential
(model of the quantum harmonic oscillator). This leads to the model

(E ,A,dµ(ζ)) =
(
R2 × N, Bor(R2) ⊗ P(N), dz × 1

)
, ε(z, n) = 1

2I |z|2︸ ︷︷ ︸
rotation

+ hc νe

(
n+ 1

2

)
︸ ︷︷ ︸

vibration

,

where I is the moment of inertia associated with 1H 19F, h is the Planck constant (expressed in SI units), c the
speed of light (expressed in cm.s−1) and νe the wavenumber (expressed in cm−1). Defining Tvib = hc νe/kB ,
the number of internal degrees of freedom writes

δ1(T ) = δrot
1 (T ) + δvib

1 (T ) = 2 + 2 Tvib/T

exp(Tvib/T ) − 1 .

2. Anharmonic semi-classical model. Instead of using the harmonic potential, the Morse potential is a useful
approximation of the actual internuclear potential, since it allows anharmonicity and an explicit computation
of the eigenvalues of the Hamiltonian. The family of eigenvalues is, up to a constant (see Morse [52]),(

hc νe

(
n+ 1

2

)
− hc νexe

(
n+ 1

2

)2
)

n∈N

where xe represents anharmonicity. Not all eigenvalues correspond to bound states. We thus restrict the family

to the set J0, NmaxK, where Nmax =
⌊

1
2xe

⌋
− 1. With this potential, the model becomes

(E ,A, dµ(ζ)) =
(
R2 × J0, NmaxK, Bor(R2) ⊗ P(J0, NmaxK), dz × 1

)
,

ε(z, n) = 1
2I |z|2 + hc νe

(
n+ 1

2

)
− hc νexe

(
n+ 1

2

)2

︸ ︷︷ ︸
anharmonicity

.

The number of internal degrees of freedom writes
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δ2(T ) = δrot
2 (T ) + δvib

2 (T ) = 2 + δvib
2 (T ).

3. Simplified quantum model. Here we use a quantum description for both rotation and vibration. To simplify, we
describe independently rotation and vibration, using the rigid-rotor assumption for rotation and the harmonic
potential for vibration. Since 1H 19F is a diatomic molecule, there is only one mode of vibration. This leads to
the model

(E ,A, µ) =
(
N × N, P(N) ⊗ P(N), (2J + 1)(J,n)∈N2

)
, ε(J, n) = BJ(J + 1)︸ ︷︷ ︸

rotation

+ hc νe

(
n+ 1

2

)
︸ ︷︷ ︸

vibration

,

where B is the rotational constant associated with 1H 19F. Defining Tvib = hc νe/kB , the number of internal
degrees of freedom writes

δ3(T ) = δrot
3 (T ) + δvib

3 (T ) = δrot
3 (T ) + 2 Tvib/T

exp(Tvib/T ) − 1 .

4. Improved quantum model. For a better description, we can also take into account the correlation of rota-
tion and vibration, considering non-rigid rotation, and using the Morse potential for vibration to allow for
anharmonicity. This would lead to the model

(E ,A, µ) =
(
Q̃, P(Q̃), (2J + 1)(J,n)∈Q̃

)
,

ε(J, n) =
(
B − α

(
n+ 1

2

))
︸ ︷︷ ︸

rot-vib coupling

J(J + 1) − D[J(J + 1)]2︸ ︷︷ ︸
centrifugal distortion

+ hc νe

(
n+ 1

2

)
− hc νexe

(
n+ 1

2

)2

︸ ︷︷ ︸
anharmonicity

,

where Q̃ is the set of bound states, defined by

Q̃ =
{

(J, n) ∈ N2, ε(J, n) ≥ ε(J − 1, n) and ε(J, n− 1) ≥ ε(J, n)
}

⊂ J0, JmaxK × J0, NmaxK.

We denote by δ4 the number of internal degrees of freedom in this improved case, which cannot be written as
the sum of rotational and vibrational parts due to the coupling.

From [51] we know that reasonable data for 1H 19F are νe = 4138.39 cm−1, νexe = 89.94 cm−1, B/hc =
20.95 cm−1, α/hc = 0.793 cm−1 and D/hc = 0.00215 cm−1. The value of I does not matter in the computation
of the number of internal degrees of freedom. Just for the sake of comparison of our proposed models, we plot
on Fig. 1 the various numbers of internal degrees of freedom δ1, δ2, δ3 and δ4 corresponding to these data,
as functions of the temperature (in log-scale), expressed in Kelvin (K). The temperature ranges from 10 to
10 000 K. We see that in this example vibration is negligible for T ≲ 1000K, and becomes important around
2000 ∼ 3000K. The direct computation of δ from the choice of the model can be useful to quickly check the
validity of an approximation in a given regime.
We plot on Fig. 2 the same numbers of internal degrees of freedom as on Fig. 1, for temperature ranging from
103 to 106K. The decrease of δ2 and δ4 after T ∼ 104K corresponds to the result of Corollary 4.2. While the
number of internal degrees of freedom is expected to increase with temperature, this plot is an illustration of
possible limits of validity of the framework. Indeed, high-temperatures considerations such as bond-breaking
are not taken into account in our setting.

8 Reduction to one real variable and comparison with Borgnakke-Larsen model

In the previous section, we saw that our general framework allows to build a whole range of models that can
be of great complexity. This possibility can be a strength in regards of the precision it allows in the description
of the internal structure. However, too much complexity can be a weakness in regards of numerical aspects.
Notably, the strength of the model proposed by Borgnakke and Larsen [9] is that the internal structure is
described by a single real parameter I ∈ R+, which is highly desirable for numerical simulations. In this section,
we show that any model fitting our framework can, under a condition on the collision kernel, be reduced to
a one-real-parameter model. This means that all the complexity can be concentrated in a suitable measure
on R+. If this measure has a density, then it can be written as φ(I) dI and we recover the model with one
continuous variable proposed by Desvillettes et al. [10,11], which is suited for numerical applications. While
this weight φ in the original approach in [10,11] is a parameter chosen a posteriori in order to recover desired
macroscopic properties (e.g. the number of internal degrees of freedom), in our case it is computed from the
physical structure of the molecule, through the reduction process that we present in this section.
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Fig. 1 Number of internal degrees of freedom in the various models as functions of temperature, with log-scale x-axis.
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Fig. 2 Number of internal degrees of freedom in the various models at high temperatures.

Remark 8.1 We say that the collision kernel b depends on the internal states only through their energy if

b(v, v∗, ζ, ζ∗, ζ
′, ζ ′

∗, ω) ≡ b̃(v, v∗, ε(ζ), ε(ζ∗), ε(ζ ′), ε(ζ ′
∗), ω).

This trivially holds true for all existing kernels constructed within the existing models presented in Subsec-
tion 7.1, since for the discrete model there is a bijection between the set of indices and the set of energy levels,
and for the continuous model with weight the internal state is actually the energy: in this case ζ = I = ε(ζ).
To the knowledge of the authors, all existing kernels for polyatomic gases considered up to now have this
property.

Definition 8.1 We define µε̄ as the image measure of µ by ε̄ on R+, for all B ∈ Bor(R+),

µε̄ (B) := µ
(
ε̄−1(B)

)
.

Theorem 8.1 If the collision kernel b depends on the internal states only through their associated energy (see
Remark 8.1 above), then the general model (

E ,A, µ
)
, ε

can be reduced to the model with one non-negative variable(
R+,Bor(R+), µε̄

)
, I 7→ I + ε0.
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Proof First, remark that the set E[ζ, ζ∗, ζ
′, ζ ′

∗] and the transformation Sω[ζ, ζ∗, ζ
′, ζ ′

∗] depend on the internal
states ζ, ζ∗, ζ

′, ζ ′
∗ only through their energy, cf. equations (2.9) and (2.10). It follows that if b and f depend on

the internal states only through their energy, the same holds for B(f, f). Thus, in the deep structure of our
framework, all dependence on ζ is in fact a dependence on ε(ζ) when it is the case for b. From the change of
variable formula, for any measurable function ϕ : R → R such that one of the following integrals makes sense,

�
E
ϕ
(
ε(ζ)

)
dµ(ζ) =

�
E

(
ϕ(· + ε0) ◦ ε̄

)
(ζ) dµ(ζ) =

�
R+

ϕ(I + ε0) dµε̄(I).

Applying this change of variable to all integrals in this paper ends the proof.
□

Theorem 8.1 establishes a link between two points of view. The first, the one of the present paper, is state-
based, considering a space of internal (physical) states E . The second, the one of the reduced model, which
is an extension of the model with continuous energy I and weight φ proposed by Desvillettes et al. [10,11]
(when µε̄ is absolutely continuous with respect to the Lebesgue measure, there exists φ ∈ L1

loc(R+) such
that dµε̄(I) = φ(I) dI), is energy-based, since the variable of interest is directly the internal energy of the
molecule. Theorem 8.1 shows that, for all known collision kernels, to any states-based model there corresponds
an energy-based one (that is, a model with one continuous variable I and measure µε̄/ weight φ). Since the
measure µε̄/ weight φ corresponds to the image measure of µ by ε̄, it can easily be computed from the state-
based model of the molecule, which is a major difference of approach of that in [10,11] where φ is computed
with a posteriori knowledge of the number of degrees of freedom of the gas, moreover usually assuming it to
be temperature-independent. In the following propositions we show some examples of this reduction for some
physically meaningful models presented in the previous section.

Proposition 8.1 Let d ∈ N∗. The model(
Rd,Bor(Rd),dz

)
, ε(z) = 1

2I |z|2

can be reduced to (
R+,Bor(R+), Cd(I) I d

2 −1 dI
)
, I 7→ I,

with Cd(I) = 2 d
2 −1 I− d

2 Lebd−1(Sd−1), where Lebd−1 is the Lebesgue measure of dimension d− 1.

Proof We compute µε̄. Let B ∈ Bor(R+).

µε̄(B) =
�
Rd

1 1
2 I|z|2∈B dz = Lebd−1(Sd−1)

�
R+

1 1
2 Ir2∈B r

d−1dr =
�
R+

1I∈B Cd(I) I d
2 −1dI,

with Cd(I) = 2 d
2 −1 I− d

2 Lebd−1(Sd−1). It follows that

dµε̄(I) = Cd(I) I d
2 −1 dI.

□

Remark 8.2 We saw in subsection 7.3 that the value of the moment of inertia of the molecule I has no impor-
tance at equilibrium, however Proposition 8.1 shows that it should be taken into account outside equilibrium.
We also remark that the reduced version of classical model for the rotation of a linear molecule presented in
subsection 7.3 is, with C2(I) = 2π

I ,

(R+,Bor(R+), C2(I) dI) , I 7→ I.

This model, being the the model with continuous variable I and weight φ(I) = C2(I), that is the one of
Borgnakke-Larsen [9], is indeed well-known to be accurate in describing rotation for diatomic molecules. On
the other hand, the reduction of the classical model for the rotation of a non-linear molecule presented in
subsection 7.3 can be harder in general, because the computation of the measure relies on the computation
of the surface of a triaxial ellipsoid. Nevertheless in this case, assuming Ii = Ij = I and with C3(I) = 4

√
2π

I3/2 ,
the model reduces to (

R+,Bor(R+), C3(I)
√
I dI

)
, I 7→ I,

which is the model with continuous variable I and weight φ(I) = C3(I)
√
I, well-known for the description of

rotation for non-linear molecules.



A general framework for the kinetic modelling of polyatomic gases 31

Proposition 8.2 Let Q be a discrete set, (ϵq)q∈Q ∈ RQ and (rq)q∈Q ∈ (R∗
+)Q. We denote by ϵ0 = inf{ϵq}q∈Q

and we assume ϵ0 ∈ R and that for all β > 0 one has
∑

q∈Q e
−β(ϵq−ϵ0) rq < ∞. Then the model(

Q,P(Q), (rq)q∈Q

)
, ε(q) = ϵq

can be reduced to (
R+,Bor(R+),

∑
q∈Q

rq χϵq−ϵ0

)
, I 7→ I + ϵ0,

where χϵq−ϵ0 is the Dirac mass at ϵq − ϵ0.

Proof For B ∈ Bor(R+), we have µε̄(B) = µ(ε̄−1(B)) =
∑
q∈Q

rq 1ε̄(q)∈B =
∑
q∈Q

rq 1ϵq−ϵ0∈B =
∑
q∈Q

rq χϵq−ϵ0 (B).

□

Proposition 8.3 Reduction of a combination. Let (E1,A1, µ1), ε1 and (E2,A2, µ2), ε2 be two general
models. Then the combined model

(E ,A, µ) = (E1 × E2,A1 ⊗ A2, µ1 ⊗ µ2), ε(ζ1, ζ2) = ε1(ζ1) + ε2(ζ2)

can be reduced to (
R+,Bor(R+), µε̄1

1 ∗ µε̄2
2
)
, I 7→ I + ε0

1 + ε0
2,

where ∗ stands for the convolution of measures and we recall that µε̄i

i , i = 1, 2 is the image measure of µi by
ε̄i.

Proof First of all, note that ε̄(ζ1, ζ2) = ε̄1(ζ1) + ε̄2(ζ2). Thus, denoting by µε̄ the image measure of µ by ε̄, we
have for B ∈ Bor(R+)

µε̄(B) =
�

E1

�
E2

1ε̄1(ζ1)+ε̄2(ζ2)∈B dµ1(ζ1) dµ2(ζ2) =
�
R+

�
R+

1I1+I2∈B dµε̄1
1 (I1) dµε̄2

2 (I2) = µε̄1
1 ∗ µε̄2

2 (B).

□

Corollary 8.1 The Harmonic semi-classical model for the 1H 19F gas presented in Subsection 7.3,

(E ,A, dµ(ζ)) =
(
R2 × N, Bor(R2) ⊗ P(N), dz × 1

)
, ε(z, n) = 1

2I |z|2 + hc νe

(
n+ 1

2

)
,

can be reduced to
(R+,Bor(R+), φHF (I) dI) , I 7→ I + 1

2hc νe,

with
φHF (I) = C2(I)

⌈
I

hc νe

⌉
, (8.1)

where ⌈·⌉ denotes the ceiling function.

Proof This is a consequence of Proposition 8.1 with d = 2, Proposition 8.2 with Q = N, rn = 1 and
ϵn = hc νe

(
n+ 1

2
)
, and Proposition 8.3 with (E1,A1,dµ1(ζ1)) = (R2, Bor(R2), dz), ε1(z) = 1

2 I |z|2 and
(E2,A2,dµ2(ζ2)) = (N, P(N), 1), ε2(n) = hc νe

(
n+ 1

2
)
. □

This Corollary 8.1 illustrates the use of the reduction process: the model with continuous variable I and weight
φHF corresponds to the model (classical for rotation, Harmonic quantum for vibration) for the 1H 19F gas.
The reader shall note that φHF is not of the form Iα (see its plot in Fig. 3).

Corollary 8.2 Reduction of the combination of the continuous and discrete models. More gener-
ally, let φ0 ∈ L1

loc(R+,dI) be non-negative and non identically zero, Q a discrete set and (rq)q∈Q ∈ (R∗
+)Q.

We denote by ϵ0 = inf{ϵq}q∈Q and we assume ϵ0 ∈ R and that for all β > 0 one has
∑

q∈Q e
−β(ϵq−ϵ0) rq < ∞.

Then the model (
R+ ×Q, Bor(R+) ⊗ P(Q), φ0(I) dI rq

)
, ε(I, q) = I + ϵq

can be reduced to
(R+, Bor(R+), φ(I) dI) , I 7→ I + ϵ0,

with
φ(I) =

∑
q∈Q

1ϵq≤I+ϵ0 rq φ0
(
I + ϵ0 − ϵq

)
. (8.2)
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Fig. 3 Plot of φHF , re-scaled with C2(I) ≡ 1 and hc νe ≡ 1.

Proof Again, this result directly follows from Propositions 8.2 and 8.3. □

Remark 8.3 Still from Proposition 8.3, the model with two continuous variables with weights(
R+ × R+, Bor(R+) ⊗ Bor(R+), φ1(I1) dI1 φ2(I2) dI2

)
, ε(I1, I2) = I1 + I2,

can be reduced to the continuous model with weight φ1 ∗ φ2, where φ1 ∗ φ2(I) =
� I

0
φ1(I ′)φ2(I − I ′) dI ′.

Remark 8.4 If we denote by δµε̄ the number of internal degrees of freedom associated with the general model
(E ,A, µ), ε, we get δ

µ
ε̄1
1 ∗µ

ε̄2
2

= δ
µ

ε̄1
1

+ δ
µ

ε̄2
2

from the Equipartition Theorem 6.1. Thus µε̄ 7→ δµε̄ is a morphism.

Remark 8.5 The process of model reduction is also useful for numerical considerations. For instance, the space
of internal states of the semi-classical model for 1H 19F is R2 × N whereas it is R+ for any reduced model,
therefore much more efficient to be used for numerical simulations. Moreover, in view of numerical simulations
one wishes to approximate the measure µε̄ by a discrete measure, namely by a finite sum of Diracs of the form∑N

k=1 rk χϵ̄k
; in this way, the numerically-suited approximation of the general model (E ,A, µ) is the discrete

model (J1, NK,P(J1, NK), (rk)1≤k≤N ) with ε given by (ϵ̄k + ε0)1≤k≤N . To this aim, at fixed N we suggest
to choose the pairs (rk, ϵ̄k)1≤k≤N that minimize a distance (for instance the 1 or 2-Wassertein distance,
explicit in 1D) between the Gibbs probability measures associated with the measures µε̄ and

∑N
k=1 rk χϵ̄k

at a temperature coherent with the considered problem. In [53] Magin et al. propose to simplify a discrete
model for dinitrogen (N2) composed of 9390 rotation-vibration energy-levels by creating energy bins, and to
approximate the original model with a discrete one composed of only 500 energy levels. This binning method
can be extended to the general case; indeed, like in section 2.3. of [53] one may consider a family of disjoint
compact intervals of R+, (Rk)1≤k≤N , and define the average energy of the k-th bin by

ϵk := ε0 + 1
rk

�
Rk

I dµε̄(I),

where rk := µε̄(Rk) is the degeneracy associated with this energy level, with Rk such that rk is not equal to
zero. The choice of (Rk)1≤k≤N can be arbitrary, or made by minimizing a distance, like we suggested earlier.

9 Conclusions

In this paper we have built up a general framework for the kinetic modelling of non-relativistic mono and
polyatomic gases. It is based on a set of allowed internal states E endowed with a suitable measure µ. Each
particle is characterized by its velocity v ∈ R3 and internal state ζ ∈ E , with associated energy m

2 |v|2 + ε(ζ).
Owing only to conservations of momentum and total energy, we are able to define the collision rule and the
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corresponding Boltzmann operator leaving E , µ and ε(ζ) generic (not explicit). The Boltzmann H-theorem
has been proved in this general setting, and Maxwellian equilibria (depending also on internal energy) have
been explicitly recovered. Also the number of internal degrees of freedom has been investigated, and the fluid–
dynamic Euler equations have been derived. We have shown that usual models such as the monoatomic gas,
the continuous internal energy description with weights [11], and the discrete energy levels description [7,8]
fit into our framework. Moreover, several different models may be built within the present general framework,
as semi-classical models and quantum description (as main example, we have proposed four models for the
hydrogen fluoride).

The main advantage of this general setting is to be able to construct a model from direct physical consid-
erations, since we consider internal states and no longer directly energy. For instance, instead of considering
from the beginning the rotational energy of a molecule, we may start from the angular velocity and construct
the energy by the laws of classical mechanics (owing to inertia tensor). Moreover, thanks to the Equipartition
Theorem, we are allowed to combine any pair of different internal states spaces E1 × E2 and the corresponding
measures as µ1 ⊗µ2 thus, as an important consequence, we have the possibility to keep separate the vibrational
and the rotational parts of the internal energy of polyatomic molecules. Indeed, setting the space of internal
states as E = R+ × N and ε(I, n) = I + en, we are able to describe the rotational energy by means of a
continuous variable, and the vibrational one by a discrete energy variable, as suggested in [31]. Analogously,
also the options of keeping both kinds of internal energies continuous (as in Extended Thermodynamics) or
discrete are admissible.

Finally, we have also shown that, under suitable assumptions fulfilled by all commonly used Boltzmann
collision kernels, models that fit our framework can be reduced to a one-real-parameter model, similar to
the continuous internal energy model with weights, at the price of suitably changing, in a rigorous way, the
integration measure. In this reduction procedure the considerations on states turn out to be summed up into
the energy (the reduced model considers the internal energy directly). From theory to simulation, given a
molecule to study, one may first construct the state-based (general) model of the molecule from its physical
description, then compute the associated energy law µε̄ by performing the reduction process, and finally
define the numerically-suited approximate discrete model as detailed in Section 8. On the other hand, for the
investigation of other interesting mathematical properties of the Boltzmann operator in this general frame, as
the validity of the Fredholm alternative for the linearized operator, and the corresponding rigorous Chapman-
Enskog asymptotic expansion up to Navier-Stokes equations, the original internal states formulation could be
more intuitive to use.

It would be desirable of course to include in the kinetic model even more physical features of polyatomic
particles. For instance, the quantum mechanical Boltzmann equation derived by Waldmann [54] and Snider [55]
is able to describe also the polarizations resulting from the effect of external fields on polyatomic gases [39].
Such model admits two vectorial collision invariants, corresponding to momentum and angular momentum
(bearing in mind that polyatomic particles are generally non spherical), and also the corresponding macroscopic
equations include a proper angular momentum conservation equation [46,43,39]. It is well known [46] that
in absence of polarization effects, namely for isotropic gases, the quantum mechanical theory yields the same
formal results as classical or semi-classical approaches considered in this paper, but a general kinetic framework
able to include also possible polarization (and therefore additional collision invariants) could be an interesting
further step in kinetic investigation of polyatomic gases.

We aim also at extending our general way of modelling to mixtures of polyatomic gases, possibly undergoing
chemical reactions. Of course collision rules, and consequently some technical parts of the proofs, would be
much more complicated due to the presence of mass ratios and of the amount of energy produced or consumed
by chemical reactions. The investigation of a suitable general framework for gas mixtures will be the subject
of a future work.

Appendix

Lemma 9.1 Let r > 0, assume that µ({0 < ε̄ ≤ r}) > 0. Then

�
E
ε̄(ζ)e−xε̄(ζ) dµ(ζ) =

x→∞

�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) + o

(�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)
)

and
�

E
e−xε̄(ζ) dµ(ζ) =

x→∞

�
ε̄≤r

e−xε̄(ζ) dµ(ζ) + o

(�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
)
.
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Proof First, we have that�
E
ε̄(ζ)e−xε̄(ζ) dµ(ζ) =

�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) +
�

ε̄>r

ε̄(ζ)e−xε̄(ζ) dµ(ζ),

and
�

E
e−xε̄(ζ) dµ(ζ) =

�
ε̄≤r

e−xε̄(ζ) dµ(ζ) +
�

ε̄>r

e−xε̄(ζ) dµ(ζ).

Thus we must prove �
ε̄>r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) =
x→∞

o

(�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)
)
,

�
ε̄>r

e−xε̄(ζ) dµ(ζ) =
x→∞

o

(�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
)
.

First, note that �
ε̄≤r

e−xε̄(ζ) dµ(ζ) ≥ µ({ε̄ ≤ r}) e−xr.

Since µ({ε̄ ≤ r}) > 0, we deduce that
�

ε̄≤r
e−xε̄(ζ) dµ(ζ) > 0 and

0 ≤
�

ε̄>r
e−xε̄(ζ) dµ(ζ)�

ε̄≤r
e−xε̄(ζ) dµ(ζ)

≤ exr

µ({ε̄ ≤ r})

�
ε̄>r

e−xε̄(ζ) dµ(ζ) = 1
µ({ε̄ ≤ r})

�
ε̄>r

e−x(ε̄(ζ)−r) dµ(ζ).

Now note that, on the set {ε̄ > r},
e−x(ε̄(ζ)−r) −→

x→∞
0.

Also, (ζ 7→ e−x(ε̄(ζ)−r))x>0 is a non-increasing family of non-negative functions on the set {ε̄ > r}. By monotone
convergence theorem, �

ε̄>r

e−x(ε̄(ζ)−r) dµ(ζ) −→
x→∞

0.

We deduce that �
ε̄>r

e−xε̄(ζ) dµ(ζ)�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
−→

x→∞
0,

that is our goal �
ε̄>r

e−xε̄(ζ) dµ(ζ) =
x→∞

o

(�
ε̄≤r

e−xε̄(ζ) dµ(ζ)
)
.

Concerning the other goal, it obviously holds�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) ≥ e−xr

�
ε̄≤r

ε̄(ζ) dµ(ζ),

and, since µ({0 < ε̄ ≤ r}) > 0, we deduce that
�

ε̄≤r
ε̄(ζ) dµ(ζ) > 0. Moreover,

�
ε̄≤r

ε̄(ζ) dµ(ζ) ≤ rµ({ε̄ ≤ r}) < ∞

(last inequality has been shown in Section 2). It follows that

0 ≤
�

ε̄>r
ε̄(ζ)e−xε̄(ζ)dµ(ζ)�

ε̄≤r
ε̄(ζ)e−xε̄(ζ)dµ(ζ)

≤ exr�
ε̄≤r

ε̄(ζ) dµ(ζ)

�
ε̄>r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) =
�

ε̄>r
ε̄(ζ)e−x(ε̄(ζ)−r) dµ(ζ)�

ε̄≤r
ε̄(ζ) dµ(ζ)

.

Now note that, on the set {ε̄ > r},
ε̄(ζ)e−x(ε̄(ζ)−r) −→

x→∞
0.

Also, (ζ 7→ ε̄(ζ)e−x(ε̄(ζ)−r))x>0 is a non-increasing family of non-negative functions on the set {ε̄ > r}. By
monotone convergence theorem, �

ε̄>r

ε̄(ζ)e−x(ε̄(ζ)−r) dµ(ζ) −→
x→∞

0.

We deduce that �
ε̄>r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)
−→

x→∞
0,

that is �
ε̄>r

ε̄(ζ)e−xε̄(ζ) dµ(ζ) =
x→∞

o

(�
ε̄≤r

ε̄(ζ)e−xε̄(ζ) dµ(ζ)
)
.

□
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