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A B S T R A C T

This paper presents the Fourier–Malliavin Volatility (FMVol) estimation library for MATLAB®.
This library includes functions that implement Fourier–Malliavin estimators (see Malliavin and
Mancino (2002, 2009)) of the volatility and co-volatility of continuous stochastic volatility
processes and second-order quantities, like the quarticity (the squared volatility), the volatility
of volatility and the leverage (the covariance between changes in the process and changes in
its volatility). The Fourier–Malliavin method is fully non-parametric, does not require equally-
spaced observations and is robust to measurement errors, or noise, without any preliminary bias
correction or pre-treatment of the observations. Furthermore, in its multivariate version, it is
intrinsically robust to irregular and asynchronous sampling. Although originally introduced for
a specific application in financial econometrics, namely the estimation of asset volatilities, the
Fourier–Malliavin method is a general method that can be applied whenever one is interested
in reconstructing the latent volatility and second-order quantities of a continuous stochastic
volatility process from discrete observations.

1. Introduction

The accurate estimation of the latent diffusion component of a stochastic process, which gauges the degree of unpredictability, or
randomness, of its trajectories, represents a relevant issue in several fields. For instance, in high-frequency financial econometrics, the
price of an asset (e.g., a stock, a bond, a currency) is typically modelled as an Itô stochastic differential equation (see, e.g., Chapter 1
in [1]) and the focus is on the estimation of the diffusion coefficient thereof, which is commonly referred to as the 𝑣𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦 process.1
The availability of efficient estimates of asset volatility paths is indeed fundamental for many financial applications, e.g., portfolio
allocation, market risk management and derivatives pricing. However, the issue of estimating the volatility of a random process
is not exclusive to financial econometrics but is relevant also for applications in other fields, such as, for instance, climate change
studies, computational biology, and medicine (see, e.g., [11,27,28,34], respectively).

The Fourier–Malliavin method, originally introduced in [16,17], represents an efficient and easily implementable tool to address
this task in a multivariate setting. As detailed in Section 3, the method involves three steps. Firstly, one computes the Fourier
coefficients of the increments of the variables of interest, e.g., asset price returns. Then, these coefficients are exploited to reconstruct
those of the latent co-volatility matrix, using a convolution formula. Finally, co-volatility paths are obtained from the co-volatility
coefficients via the Fourier–Fejer inversion formula.

The possibility of recovering the Fourier coefficients of the latent co-volatility matrix from those of the increments of the
observed process may not come as a surprise if one recalls the notion of Fourier transform, an integral transform that allows the

∗ Corresponding author.
E-mail addresses: simona.sanfelici@unipr.it (S. Sanfelici), giacomo.toscano@unifi.it (G. Toscano).

1 Throughout this paper, we will use the terms 𝑣𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦 and 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 as synonyms, as is common practice in the literature on financial econometrics.
vailable online 14 July 2024
378-4754/© 2024 The Author(s). Published by Elsevier B.V. on behalf of International Association for Mathematics and Computers in Simulation
IMACS). This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1016/j.matcom.2024.07.003
Received 31 January 2024; Received in revised form 25 May 2024; Accepted 3 July 2024

https://www.elsevier.com/locate/matcom
https://www.elsevier.com/locate/matcom
mailto:simona.sanfelici@unipr.it
mailto:giacomo.toscano@unifi.it
https://doi.org/10.1016/j.matcom.2024.07.003
http://crossmark.crossref.org/dialog/?doi=10.1016/j.matcom.2024.07.003&domain=pdf
https://doi.org/10.1016/j.matcom.2024.07.003
http://creativecommons.org/licenses/by/4.0/


Mathematics and Computers in Simulation 226 (2024) 338–353S. Sanfelici and G. Toscano

o
t
v
i
c
S
a
t

o
m
p
(
h
f
l
i

M
l

2

U

3

c
t

i

representation of a periodic function as a linear combination of projections on a trigonometric basis, termed the frequency-domain
representation. Specifically, the term Fourier transform refers to both the frequency-domain representation and the mathematical
operation that links the latter to a function of time. The Fourier transform represents a flexible tool that has been widely used
for applications in different fields, including engineering, physics and also finance. Indeed, operations performed in one domain
(time or frequency) have corresponding operations in the other domain that may sometimes be easier to perform. For example,
the operation of convolution in the time domain corresponds to multiplication in the frequency domain and vice versa. Therefore,
one may apply the Fourier transform to a given function, perform the desired operations more easily in the frequency domain, and
finally transform the result back to the time domain by Fourier inversion. For further details, see, e.g., [4,12,29].

In this paper, we introduce the Fourier–Malliavin Volatility (FMVol) estimation library for MATLAB®. The primary function
f this library allows one to estimate the co-volatility matrix of a 𝑑-dimensional stochastic process from discrete observations of
he latter. Further, the library also yields univariate estimates of the quarticity (i.e the squared volatility), the volatility of the
olatility process and the leverage (namely, the covariance between changes in the observable variable of interest and changes in
ts latent volatility).2 The Fourier coefficients of the volatility of volatility and the leverage are obtained through an iteration of the
onvolution formula (see Section 3.2). The Fourier coefficients of the quarticity, instead, are obtained through a product formula (see
ection 3.3). Note that the library produces both instantaneous (spot) estimates, that is, estimates of trajectories on a discrete grid,
nd integrated estimates over the observation period. Other existing software implementations are provided by [5], who examine
he computational cost of different implementations and the time-scale behaviour of the Fourier–Malliavin estimator.

The Fourier–Malliavin method is intrinsically robust to asynchronous and irregular sampling and to the presence of noise in the
bservations, due for instance to measurement errors. In financial applications, such noise is typically due to the presence of market
icrostructure (see Section 4.2). Moreover, its computational stability is ensured by the fact that it is based only on integration
rocedures. Indeed, alternative methods for the estimation of the covariance path are typically based on numerical differentiation
see Chapter 8 of [1]), which is more vulnerable to numerical instabilities. It is worth stressing that, even though the Fourier method
as been introduced to address a specific issue in financial econometrics, namely the estimation of asset co-volatilities with high-
requency prices, its applicability is more general, that is, the method can be applied whenever one is interested in estimating the
atent diffusion component of a (multi-dimensional) stochastic process. An application to atmospheric temperature data is discussed
n Section 5.2.

The outline of the paper is as follows. Section 2 recalls the notion of Fourier transform, while Section 3 illustrates the Fourier–
alliavin estimation method. The FMVol library is introduced in Section 4 and Section 5 contains two empirical applications of the

atter, with financial and weather data, respectively. Finally, Section 6 concludes.

. The Fourier transform and Fejer’s convergence theorem

Given a function 𝑓 defined and integrable on [0, 𝑇 ], for any integer 𝑘, the 𝑘th Fourier coefficient is defined as

 (𝑓 )(𝑘) ∶= 1
𝑇 ∫

𝑇

0
𝑓 (𝑡)𝑒−i

2𝜋
𝑇 𝑘𝑡𝑑𝑡, (1)

where i =
√

−1. When the independent variable 𝑡 represents time, the transform variable 𝑘 represents the frequency. Accordingly,
 (𝑓 )(𝑘) is also called the Fourier transform of 𝑓 at frequency 𝑘. Evaluating  (𝑓 )(𝑘) for all values of 𝑘 produces the frequency-domain
function. For example, if time is measured in seconds, then the frequency is measured in hertz.

By the Fejer theorem, if the function 𝑓 is continuous on [0, 𝑇 ], the trigonometric series
∑

|𝑘|≤𝑁

(

1 −
|𝑘|

𝑁 + 1

)

 (𝑓 )(𝑘) 𝑒i
2𝜋
𝑇 𝑘𝑡 (2)

converges uniformly and in mean square to 𝑓 (𝑡) on [0, 𝑇 ] as 𝑁 → ∞, see, e.g., [15].
Finally, we define

 (𝑑𝑓 )(𝑘) ∶= 1
𝑇 ∫

2𝜋

0
𝑒−i

2𝜋
𝑇 𝑘𝑡 𝑑𝑓 (𝑡) . (3)

sing integration by parts, one obtains that

 (𝑑𝑓 )(𝑘) = i𝑘2𝜋
𝑇

 (𝑓 )(𝑘) +
𝑓 (𝑇 ) − 𝑓 (0)

𝑇
. (4)

. The Fourier-Malliavin estimation method

We describe the Fourier–Malliavin estimation method, originally introduced in [16,17]. The building block of the method is the
onvolution formula, which yields an estimator of the Fourier coefficients of the co-variation of two processes. Firstly, we present
his formula in the case of a 𝑑-dimensional diffusion process. Then we address iterated covariances. Finally, we examine the product

formula, which may be needed for estimating auxiliary quantities. An example of auxiliary quantity is provided by the quarticity.
The latter appears in the asymptotic error variance of volatility estimators (see, e.g., [14]) and thus its estimation is needed for
obtaining a feasible Central Limit Theorem.

2 The term leverage comes from the literature on financial economics, where the (usually negative) covariance between asset price increments and volatility
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3.1. Convolution formula

Consider the 𝑑-variate stochastic differential system

𝑑𝑥𝑗 (𝑡) = 𝑏𝑗 (𝑡)𝑑𝑡 +
𝑙

∑

𝑖=1
𝜎𝑗𝑖 (𝑡)𝑑𝑊

𝑖(𝑡), 𝑥𝑗 (0) = 𝑥𝑗0 ∈ R, 𝑗 = 1,… , 𝑑, (5)

where 𝑊 1,… ,𝑊 𝑙 are 𝑙 independent Brownian motions, while, for any 𝑖 and any 𝑗, 𝜎𝑗𝑖 and 𝑏𝑗 are random processes, adapted to the
Brownian filtration.

The variance–covariance matrix 𝛴(𝑡), whose entries are equal to

𝛴𝑖,𝑗 (𝑡) =
𝑙

∑

𝑘=1
𝜎𝑖𝑘(𝑡)𝜎

𝑗
𝑘(𝑡), 𝑖, 𝑗 = 1,… , 𝑑,

is also called volatility matrix.
In the case of 𝑑 dependent Brownian motions, if we let the system of stochastic differential equations read as

𝑑𝑥𝑗 (𝑡) = 𝑏𝑗 (𝑡)𝑑𝑡 + 𝜎𝑗 (𝑡)𝑑𝑊 𝑗 (𝑡), 𝑥𝑗 (0) = 𝑥𝑗0 ∈ R, 𝑗 = 1,… , 𝑑, (6)

the volatility matrix 𝛴(𝑡) is then given by

𝛴𝑖,𝑗 (𝑡) =
𝑙

∑

𝑘=1
𝜎𝑖𝑘(𝑡)𝜎

𝑗
𝑘(𝑡)𝜌

𝑖,𝑗 (𝑡), 𝑖, 𝑗 = 1,… , 𝑑,

where 𝜌𝑖,𝑗 (𝑡) is the instantaneous correlation at time 𝑡 between the Brownian motions 𝑊 𝑖 and 𝑊 𝑗 .
From the mathematical point of view, the entries of 𝛴𝑖,𝑗 (𝑡) are related to the quadratic co-variation process ⟨𝑥𝑖, 𝑥𝑗⟩𝑡3 by the

relation

𝑑⟨𝑥𝑖, 𝑥𝑗⟩𝑡 = 𝛴𝑖,𝑗 (𝑡)𝑑𝑡.

This remark is at the basis of the Fourier–Malliavin estimation method of covariances.
For any integer 𝑘, denote by  (𝑑𝑥𝑖)(𝑘) and  (𝛴𝑖,𝑗 )(𝑘) the Fourier coefficients of the increments of 𝑥𝑖 and of the entries of the

volatility matrix, respectively (see definitions (3) and (1)). The fundamental result of [16,17] is that for any integer 𝑘, it is possible
to compute the Fourier coefficients  (𝛴𝑖,𝑗 )(𝑘) of the latent spot covariances 𝛴𝑖,𝑗 (𝑡) by means of the Fourier coefficients  (𝑑𝑥𝑖)(𝑘)
and  (𝑑𝑥𝑗 )(𝑘). Precisely, for any 𝑖, 𝑗 = 1,… , 𝑑, it holds that

1
𝑇

 (𝛴𝑖,𝑗 ) =  (𝑑𝑥𝑖) ∗  (𝑑𝑥𝑗 ), (7)

where the convolution product in (7) is defined as

( (𝑑𝑥𝑖) ∗  (𝑑𝑥𝑗 ))(𝑘) ∶= lim
𝑁→∞

1
2𝑁 + 1

∑

|𝑠|≤𝑁
 (𝑑𝑥𝑖)(𝑠) (𝑑𝑥𝑗 )(𝑘 − 𝑠), (8)

for any 𝑖, 𝑗 and for all integers 𝑘. The convergence of the convolution product in (8) is attained in probability.
Once the Fourier coefficients of the volatility matrix have been computed, it is possible to reconstruct the spot volatility matrix

𝛴(𝑡) using the Fourier–Fejer inversion formula given in (2). Specifically, if the volatility matrix has continuous paths, namely the
functions 𝑡 → 𝛴𝑖,𝑗 (𝑡) are continuous,4 then the Fourier–Fejer summation gives, almost surely, that

lim
𝑀→∞

∑

|𝑘|<𝑀

(

1 −
|𝑘|

𝑀 + 1

)

 (𝛴𝑖,𝑗 )(𝑘) 𝑒i
2𝜋
𝑇 𝑘𝑡 = 𝛴𝑖,𝑗 (𝑡) , for all 𝑡 ∈ (0, 𝑇 ), (9)

for 𝑖, 𝑗 = 1,… , 𝑑.
When the diffusion processes are known by discrete observations, we have to define discrete analogues of the quantities

introduced above. Without loss of generality, let us consider the case of two processes, observed on the discrete grids {0 = 𝑡𝑗0 < 𝑡𝑗1 <
⋯ < 𝑡𝑗𝑛𝑗 = 𝑇 }, 𝑗 = 1, 2. It is worth noting that we allow for irregularly spaced and asynchronous observation times.

For any integer 𝑘, |𝑘| ≤ 2𝑁 , let us define the discrete Fourier transform of the increment of 𝑥𝑖 as

𝑐𝑘(𝑑𝑥𝑖𝑛𝑖 ) ∶=
1
𝑇

𝑛𝑖−1
∑

𝑙=0
𝑒−i

2𝜋
𝑇 𝑘𝑡𝑖𝑙𝛿𝑙(𝑥𝑗 ), (10)

3 Let 𝛱 represent a partition of the interval [0, 𝑡] and ‖𝛱‖ represent the mesh size of 𝛱 . The quadratic co-variation between the stochastic processes 𝑋 and
𝑌 is defined as

⟨𝑋, 𝑌 ⟩𝑡 ∶= lim
‖𝛱‖→0

𝑛
∑

𝑖=1

(

𝑋𝑡𝑖 −𝑋𝑡𝑖−1

) (

𝑌𝑡𝑖 − 𝑌𝑡𝑖−1
)

,

where the limit, if it exists, is defined using convergence in probability.
4 If 𝛴𝑖,𝑗 (𝑡) has cadlag paths, then the limit in (9) gives (𝛴𝑖,𝑗 (𝑡) + 𝛴𝑖,𝑗 (𝑡−))∕2, see, e.g., [15].
340
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where 𝛿𝑙(𝑥𝑖) ∶= 𝑥𝑖(𝑡𝑖𝑙+1) − 𝑥𝑖(𝑡𝑖𝑙), 𝑙 = 0,… , 𝑛𝑖 − 1, 𝑖 = 1, 2. For any |𝑘| ≤ 𝑁 and 𝑖, 𝑗 = 1, 2, let us consider the discrete analogue of the
convolution in (8), that is,

1
2𝑁 + 1

∑

|𝑠|≤𝑁
𝑐𝑠(𝑑𝑥𝑖𝑛𝑖 )𝑐𝑘−𝑠(𝑑𝑥

𝑗
𝑛𝑗
).

Given the identity in (7), the previous term, when multiplied by 𝑇 , provides an estimate of the 𝑘th Fourier coefficient of 𝛴𝑖,𝑗 .
Therefore, we define

𝑐𝑘(𝛴
𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁

) ∶= 𝑇
2𝑁 + 1

∑

|𝑠|≤𝑁
𝑐𝑠(𝑑𝑥𝑖𝑛𝑖 )𝑐𝑘−𝑠(𝑑𝑥

𝑗
𝑛𝑗
). (11)

Finally, the random function of time

𝛴𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁,𝑀 (𝑡) ∶=

∑

|𝑘|≤𝑀

(

1 −
|𝑘|

𝑀 + 1

)

𝑐𝑘(𝛴
𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁

) 𝑒i
2𝜋
𝑇 𝑘𝑡, 𝑡 ∈ (0, 𝑇 ), (12)

will be called the Fourier–Malliavin estimator of the instantaneous volatility matrix 𝛴𝑖,𝑗 (𝑡).
The Fourier estimator is consistent in the in-fill asymptotics sense, that is, if 𝜌1,2 ∶= max

(

max1,…,𝑛1 |𝑡
1
𝑖 − 𝑡1𝑖−1|,max1,…,𝑛1 |𝑡

2
𝑖 − 𝑡2𝑖−1|

)

ends to zero (or, equivalently, the sampling frequency tends to infinity), and if suitable assumptions on the growing rate of
he cutting frequencies 𝑁 and 𝑀 are satisfied, then the estimator converges in probability to 𝛴𝑖,𝑗 (𝑡), 𝑖, 𝑗 = 1, 2. The choice of
uitable values for the cutting frequencies 𝑁 and 𝑀 is of the utmost importance to achieve accurate estimates from (potentially
oise-affected) sample observations. We refer the reader to [16–19] for details on asymptotic results.

Additionally, based on (11), a consistent estimator of the integrated volatility matrix ∫ 𝑇
0 𝛴𝑖,𝑗 (𝑡)𝑑𝑡 is given by

𝛴𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁

∶= 𝑇 𝑐0(𝛴
𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁

) = 𝑇 2

2𝑁 + 1
∑

|𝑠|≤𝑁
𝑐𝑠(𝑑𝑥𝑖𝑛𝑖 )𝑐−𝑠(𝑑𝑥

𝑗
𝑛𝑗
).

Alternatively, a Fejer kernel can be added

𝛴𝑖,𝑗
𝑛𝑖 ,𝑛𝑗 ,𝑁

∶= 𝑇 2

𝑁 + 1
∑

|𝑠|≤𝑁

(

1 −
|𝑠|

𝑁 + 1

)

𝑐𝑠(𝑑𝑥𝑖𝑛𝑖 )𝑐−𝑠(𝑑𝑥
𝑗
𝑛𝑗
) (13)

to have a more efficient estimator of the integrated volatility matrix. The finite sample properties of the Fourier–Malliavin estimators
of the integrated co-volatilities have been studied in [21,23].

Finally, some comments are in order. First, note that we consider inference problems that are defined on a finite time horizon
[0, 𝑇 ] and are based on in-fill asymptotics. Such inference problems differ from those that one usually encounters in time-series
analysis, where the sampling interval is fixed and 𝑇 goes to infinity. Operating on a finite horizon allows us to handle samples from
data-generating processes that fail to satisfy stationarity or ergodic properties, which are crucial for long-span (𝑇 → ∞) asymptotics.
Moreover, our inference problems are also characterized by the fact that we can observe only a single path of the processes of interest
and thus we estimate path-wise realized co-volatility trajectories.

3.2. Iterated convolutions

The knowledge of the Fourier coefficients of the latent instantaneous variances and covariances allows us to handle these
processes as observable variables so that we can iterate the convolution formula and compute, for instance, the Fourier coefficients
of the co-variation 𝐵𝑖(𝑡) between the stochastic-variance process 𝛴𝑖,𝑖 and the process 𝑥𝑖, or those of the quadratic variation 𝐶 𝑖(𝑡) of
he stochastic-variance process 𝛴𝑖,𝑖. In the following sections, we will omit the index 𝑖 to simplify notations. We refer the reader

to the bibliography for a deeper understanding of the different estimators and more specifically to [8–10,25,30–32] for asymptotic
results and finite-sample properties.

Indeed, formula (7) can be generalized to estimate the Fourier coefficients of the instantaneous co-variation 𝜑 of any two
square-integrable processes 𝑋 and 𝑌 defined on [0, 𝑇 ], that is, we can define

 (𝜑)(𝑘) ∶= lim
𝑁→∞

𝑇
2𝑁 + 1

∑

|𝑠|≤𝑁
 (𝑑𝑋)(𝑠) (𝑑𝑌 )(𝑘 − 𝑠), (14)

where the convergence of the convolution product is attained in probability. Then, we can reconstruct the process 𝜑 as

𝜑(𝑡) = lim
𝑀→∞

∑

|𝑘|≤𝑀

(

1 −
|𝑘|

𝑀 + 1

)

 (𝜑)(𝑘) 𝑒i
2𝜋
𝑇 𝑘𝑡. (15)

However, we stress the fact that the resolution at which we can reconstruct the process reduces at each iteration of the convolution
formula (see also Section 4.3).

Finally, we remark that this procedure allows us to compute also integrated quantities on [0, 𝑇 ], that is, ∫ 𝑇
0 𝜑(𝑡)𝑑𝑡 is obtained as

𝑇  (𝜑)(0) = lim
𝑁→∞

𝑇 2

2𝑁 + 1
∑

 (𝑑𝑋)(𝑠) (𝑑𝑌 )(−𝑠). (16)
341
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3.2.1. Example 1. The leverage
Consider from now on the diffusion process

𝑑𝑥(𝑡) = 𝑏(𝑡)𝑑𝑡 + 𝜎(𝑡)𝑑𝑊 (𝑡), 𝑥(0) = 𝑥0 ∈ R,

where the volatility process is driven by the stochastic differential equation

𝑑𝜎2(𝑡) = 𝑎(𝑡)𝑑𝑡 + 𝛾(𝑡)𝑑𝑍(𝑡), 𝜎2(0) = 𝜎20 > 0.

The Brownian motions 𝑊 and 𝑍 may be correlated, with instantaneous correlation 𝜌. The processes 𝑎(⋅) and 𝛾(⋅) are the drift and
volatility of the variance process.

We use the formula in (14) to estimate the leverage, i.e. the co-variation 𝐵(𝑡) ∶= 𝜌𝜎(𝑡)𝛾(𝑡) between 𝜎2 and the process 𝑥. We
ssume that the diffusion process 𝑥 is known by 𝑛 discrete observations. The estimator of the 𝑘th Fourier coefficients of 𝐵(𝑡) is
efined by

𝑐𝑘(𝐵𝑛,𝑁,𝑀 ) ∶= 𝑇
2𝑀 + 1

∑

|𝑗|≤𝑀
𝑐𝑗 (𝑑𝑥𝑛)𝑐𝑘−𝑗 (𝑑𝜎2𝑛,𝑁 ), (17)

where 𝑐𝑗 (𝑑𝜎2𝑛,𝑁 ) is computed as5

𝑐𝑗 (𝑑𝜎2𝑛,𝑁 ) = i 𝑗 2𝜋
𝑇

𝑐𝑗 (𝜎2𝑛,𝑁 ). (18)

Note that the estimator (17) ultimately depends only on the Fourier coefficients 𝑐𝑗 (𝑑𝑥𝑛), which are computed from sample
observations. In fact, the Fourier coefficients of the variance 𝑐𝑗 (𝜎2𝑛,𝑁 ) have been estimated in the previous step via (11) with 𝑗 = 𝑖,
which depends only on 𝑐𝑗 (𝑑𝑥𝑛).

The leverage process can therefore be estimated via

𝐵𝑛,𝑁,𝑀,𝐿(𝑡) ∶=
∑

|𝑘|≤𝐿

(

1 −
|𝑘|

𝐿 + 1

)

𝑐𝑘(𝐵𝑛,𝑁,𝑀 ) 𝑒i
2𝜋
𝑇 𝑘𝑡. (19)

Finally, based on (16), a consistent estimator of the integrated leverage ∫ 𝑇
0 𝐵(𝑡)𝑑𝑡 is given by

𝐵𝑛,𝑁,𝑀 ∶= 𝑇 𝑐0(𝐵𝑛,𝑁,𝑀 ) = 𝑇 2

𝑀 + 1
∑

|𝑗|≤𝑀
i𝑗 2𝜋

𝑇

(

1 −
|𝑗|

𝑀 + 1

)

𝑐𝑗 (𝑑𝑥𝑛)𝑐−𝑗 (𝜎2𝑛,𝑁 ),

where the Fejer kernel has been included to reduce the variance of the estimation error.

3.2.2. Example 2. The volatility of volatility
We can use the formula in (14) also to estimate the volatility of volatility, i.e. the quadratic variation 𝐶(𝑡) of the stochastic variance

process 𝜎2(𝑡), given by 𝛾2(𝑡). We assume again that the diffusion processes are known by 𝑛 discrete observations. The estimator of
the 𝑘th Fourier coefficients of 𝐶(𝑡) is defined by

𝑐𝑘(𝐶𝑛,𝑁,𝑀 ) ∶= 𝑇
2𝑀 + 1

∑

|𝑗|≤𝑀
𝑐𝑗 (𝑑𝜎2𝑛,𝑁 )𝑐𝑘−𝑗 (𝑑𝜎2𝑛,𝑁 ), (20)

Based on (18), the estimator in (20) depends on the Fourier coefficients of the volatility, 𝑐𝑗 (𝜎2𝑛,𝑁 ), which in turn (see (11)) depend
only on the Fourier coefficients 𝑐𝑗 (𝑑𝑥𝑛).

The volatility of volatility process can therefore be estimated by

𝐶𝑛,𝑁,𝑀,𝐿(𝑡) ∶=
∑

|𝑘|≤𝐿

(

1 −
|𝑘|

𝐿 + 1

)

𝑐𝑘(𝐶𝑛,𝑁,𝑀 ) 𝑒i
2𝜋
𝑇 𝑘𝑡. (21)

Finally, from (16) a consistent estimator of the integrated volatility of volatility ∫ 𝑇
0 𝐶(𝑡)𝑑𝑡 is given by

𝐶𝑛,𝑁,𝑀 ∶= 𝑇 𝑐0(𝐶𝑛,𝑁,𝑀 ) = 𝑇 2

2𝑀 + 1
∑

|𝑗|≤𝑀
𝑗2

( 2𝜋
𝑇

)2 (

1 −
|𝑗|

𝑀 + 1

)

𝑐𝑗 (𝜎2𝑛,𝑁 )𝑐−𝑗 (𝜎2𝑛,𝑁 ),

here the Fejer kernel has again been included to reduce the variance of the estimation error.

.3. Product formula

Besides iterated covariances, the Fourier–Malliavin methodology allows us also to estimate the product of two given processes.
iven two square-integrable processes 𝑋 and 𝑌 , defined on [0, 𝑇 ], the Fourier coefficients of their product 𝑋𝑌 can be obtained by

the product formula

 (𝑋𝑌 )(𝑘) = lim
𝑀→∞

∑

|𝑠|≤𝑀
 (𝑋)(𝑠) (𝑌 )(𝑘 − 𝑠), (22)

5 This formula derives from Eq. (4). Note that the summand 𝑓 (𝑇 )−𝑓 (0) can be neglected in the construction of the estimator (17), see [8] for further details.
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see [15]. Once again, the knowledge of the Fourier coefficients of the process 𝑋𝑌 allows us to reconstruct the latter via the
Fourier–Fejer inversion formula.

3.3.1. Example 3. The quarticity
The result in (22) allows estimating the path of relevant statistical quantities such as the so-called quarticity 𝜎4(𝑡), namely the

econd power of the squared diffusion coefficient of the process 𝑥. Additionally, to estimate the integral of the product of two given
rocesses, one only needs to compute the 0-th Fourier coefficient of the product. For instance, the integrated quarticity ∫ 𝑇

0 𝜎4(𝑡)𝑑𝑡
an be estimated via

𝑇 (𝜎4)(0) = 𝑇 lim
𝑀→∞

∑

|𝑠|≤𝑀
 (𝜎2)(𝑠) (𝜎2)(−𝑠).

s for the estimators of the leverage and the volatility of volatility, to obtain spot and integrated quarticity estimates via the Fourier–
alliavin method one needs to estimate the Fourier coefficients of the volatility but, nonetheless, the knowledge of the instantaneous

olatility path is not required.
See [14,24] for further details on asymptotic results and finite-sample properties of the quarticity estimator.

. The library

The MATLAB® codes for the Fourier–Malliavin estimators are available by getting the free add-on

Flexible Statistics and Data Analysis Toolbox (FSDA)

eveloped by the Department of Economics and Management and the Interdepartmental Centre of Robust Statistics (Ro.S.A.) of the
niversity of Parma, and the Joint Research Centre of the European Commission.

All the .m source codes can be found after installing FSDA from the Mathworks file exchange

https://it.mathworks.com/matlabcentral/fileexchange/72999-fsda

The associated GitHub repo containing the latest versions of the codes can be found at

https://github.com/UniprJRC/FSDA

The related MATLAB® documentation is also available at

http://rosa.unipr.it/FSDA/index.html

nder the category Fourier–Malliavin Volatility (FMVol) estimation.
The library contains functions to estimate the integrated and instantaneous variance/covariance, leverage, volatility of volatility

nd quarticity from sample observations of a diffusion process, possibly affected by measurement errors.
In this section, we describe in detail some of these functions and provide also some examples of their implementation with

imulated data from a parametric stochastic volatility model. For a full comprehension of the totality of the routines, we refer
he reader to the related MATLAB® documentation and the bibliography cited therein. The documentation contains several
mplementation examples, with different choices of the input variables of the functions. All functions included in the library are
isted in Table 1 and are freely and easily downloadable from the GitHub repo.

.1. Simulation of input data

We assume our time series data are discrete observations from a bi-variate diffusion process. To describe our MATLAB® library,
e generate a single trajectory of a bi-variate version of the well-known stochastic volatility model by [13]:

𝑑𝑥1(𝑡) =
(

𝜇1 −
1
2
𝑣1(𝑡)

)

𝑑𝑡 +
√

𝑣1(𝑡)𝑑𝑊 1
𝑡 (23)

𝑑𝑥2(𝑡) =
(

𝜇2 −
1
2
𝑣2(𝑡)

)

𝑑𝑡 +
√

𝑣2(𝑡)𝑑𝑊 2
𝑡 (24)

𝑑𝑣1(𝑡) = 𝜃1(𝛼1 − 𝑣1(𝑡))𝑑𝑡 + 𝛾1
√

𝑣1(𝑡)𝑑𝑊 3
𝑡 (25)

𝑑𝑣2(𝑡) = 𝜃2(𝛼2 − 𝑣2(𝑡))𝑑𝑡 + 𝛾2
√

𝑣2(𝑡)𝑑𝑊 4
𝑡 (26)

where 𝑊 1,𝑊 2,𝑊 3,𝑊 4 are correlated Brownian motions such that ⟨𝑑𝑊 𝑘
𝑡 , 𝑑𝑊

𝑟
𝑡 ⟩ = 𝜌𝑘,𝑟 𝑑𝑡. The simulation approach allows us to

appreciate the quality of our estimates. The Appendix describes how to simulate this model by using the MATLAB® functions
Heston1D.m and Heston2D.m, which are available in our library.

For simplicity, we assume that observations from the bivariate model are synchronous. Accordingly, for any positive integer 𝑛,
we let 𝑛 ∶= {0 = 𝑡0 ≤ ⋯ ≤ 𝑡𝑛 = 𝑇 } denote the set of observation times.

We simulate also the case when observations are affected by noise (see also [21]), that is, the case when one can only observe

�̃�𝑗 (𝑡𝑖) = 𝑥𝑗 (𝑡𝑖) + 𝜂𝑗 (𝑡𝑖), 𝑖 = 1,… , 𝑛, 𝑗 = 1, 2, (27)

where the noise terms 𝜂1 and 𝜂2 are assumed to be i.i.d. sequences of random variables with mean equal to zero and finite variance.
Moreover, they are assumed to be independent of each other.
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Table 1
List of the primary functions (top) and supplementary functions (bottom) related to the Fourier–Malliavin estimation method that are
available in the FMVol library of the Flexible Statistics and Data Analysis Toolbox.
Function Description

Heston1D.m Generates a sample trajectory from the Heston model

Heston2D.m Generates a sample trajectory from the bivariate Heston model

FM_spot_vol.m Estimates the spot variance of a diffusion process

FM_spot_cov.m Estimates the spot covariance of a bi-variate diffusion process

FM_spot_volvol.m Estimates the spot volatility of volatility of a stochastic volatility process

FM_spot_lev.m Estimates the spot leverage of a stochastic volatility process

FM_spot_quart.m Estimates the spot quarticity of a diffusion process

FM_int_vol.m Estimates the integrated variance of a diffusion process

FM_int_cov.m Estimates the integrated covariance of a bi-variate diffusion process with Fejer kernel

FM_int_volvol.m Estimates the integrated volatility of volatility of a stochastic volatility process

FM_int_lev.m Estimates the integrated leverage of a stochastic volatility process

FM_int_quart.m Estimates the integrated quarticity of a diffusion process

FM_cov_matrix.m Estimates the integrated variance–covariance matrix on any number of diffusion processes

with Fejer kernel

OptimalCuttingFrequency.m Computes the optimal cutting frequencies for the Fourier estimator of the integrated variance

in the presence of noise (see [21]).

Supplementary function Description

FE_spot_vol.m Estimates the instantaneous variance of a diffusion process by the Fourier estimator

FE_spot_vol_FFT.m Estimates the spot variance of a diffusion process via the Fourier estimator with the FFT algorithm

FE_int_vol.m Estimates the spot variance from a diffusion process via the Fourier estimator with Dirichlet kernel

FE_int_vol_Fejer.m Estimates the spot variance from a diffusion process via the Fourier estimator with Fejer kernel

4.2. Variance and covariance estimation

The function

_spot=FM_spot_vol(x,t,T,’N’,N,’M’,M,’tau’,tau)

omputes the spot volatility of a diffusion process via the Fourier–Malliavin estimator in (12) by using as input a vector of
bservations x and the related observation times t, the time horizon T, the cutting frequencies N and M and the vector tau of
stimation times. If tau is not specified, then it is set equal to 0:T/(2*M):T and is given as an output variable tau_out. When

not specified, default values for the cutting frequencies are

N = ⌊𝑛∕2⌋, M = ⌊(𝑛∕2)0.5⌋.

The default choices for these and other cutting frequencies in the FMVol library reflect the rate-efficient conditions in the absence
f noise, derived in the previously cited papers.

Similarly, the function

_spot=FM_spot_cov(x1,x2,t1,t2,T,’N’,N,’M’,M,’tau’,tau)

omputes the spot covariance of a bivariate diffusion process via the Fourier–Malliavin estimator in (12). When not specified, the
utting frequencies are set to

N = ⌊min(𝑛1, 𝑛2)∕2⌋, M = ⌊(min(𝑛1, 𝑛2)∕2)0.5⌋.

If the estimation time vector tau is not specified, then it is set equal to 0:T/(2*M):T and given as an output variable tau_out.
Fig. 1 shows a comparison between discrete simulated trajectories of the instantaneous variance and covariance processes of

he model in (23)–(26) and estimates thereof, obtained via the Fourier–Malliavin estimator. The latter has been implemented by
sing as input the vectors of simulated processes and by selecting default values for N, M and tau. For the simulation, we set T=1,
=23400 and select the following model parameters (see the Appendix6):
parameters=[0,0;0.4,0.4;2,2;1,1], Rho=[0.5,\tmin0.5,0,0,\tmin0.5,0.5],
x0=[log(100); log(100)], V0=[0.4; 0.4].
The comparison with the true variance/covariance trajectories shows that the estimation process is very efficient.

6 Note that we choose the vector of initial variances V0 to be equal to the mean reversion levels [0.4, 0.4]. When this is not the case, an additional
344

ource of finite-sample bias is introduced, see [33]. However, the discussion of this aspect is outside the scope of the paper.
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Fig. 1. Instantaneous variance and covariance estimation for a bi-variate Heston process.

Fig. 2 is analogous to Fig. 1, except for the fact that this time we use vectors of noise-affected observations as inputs. Noise has
been simulated according to Eq. (27), by adding the i.i.d variables 𝜂𝑗 (𝑡𝑖) ∼ 𝑁(0, 𝜉2𝑗 ), where 𝜉𝑗 is three times the standard deviation
f the increments of the process 𝑥𝑗 . Based on the finite-sample optimal results in the presence of noise by [21,23], the cutting
requencies have been set equal to N= 465 and M= 21.7 The resulting equally spaced estimation grid tau includes 43 nodes. The

comparison with the true variance/covariance trajectories shows that the estimation process is still very efficient.
Specifically, Fig. 1 is obtained by writing the following lines in the MATLAB® command window:

T=1; n=23400; parameters=[0,0;0.4,0.4;2,2;1,1];
Rho=[0.5,-0.5,0,0,-0.5,0.5];
x0=[log(100); log(100)]; V0=[0.4; 0.4]; rng(123456);
[x,V,t]=Heston2D(T,n,parameters,Rho,x0,V0);

t1=t; t2=t; C_spot=FM_spot_cov(x(:,1),x(:,2),t1,t2,T);
M=(length(C_spot)-1)/2; tau=0:T/(2*M):T;
Cov=Rho(6)*sqrt(V(:,1)).*sqrt(V(:,2));

V_spot1=FM_spot_vol(x(:,1),t1,T);
V_spot2=FM_spot_vol(x(:,2),t2,T);

further, Fig. 2 is obtained by typing:

xi1=3; xi2=3; std_r=std(diff(x(:,1))); std_r_bis=std(diff(x(:,2)));
eta=randn(n+1,1); eta_bis= randn(n+1,1);
eta2=xi1*std_r*eta; eta2_bis=xi2*std_r_bis*eta_bis;

7 The optimal cutting frequencies in the presence of noise can be computed with the commands N=OptimalCuttingFrequency(x,t) and
M=floor(sqrt(N)), where x and t are the vectors of observation values and times, respectively. This function is based on the paper by [21] and selects the
optimal cut-off frequency 𝑁 minimizing the finite sample MSE of the estimated volatility Fourier coefficients in the presence of noise. To compute the covariance
345
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Fig. 2. Instantaneous variance and covariance estimation for a noisy bi-variate Heston process.

1_noise= x(:,1)+eta2; x2_noise= x(:,2)+eta2_bis;

1=OptimalCuttingFrequency(x1_noise,t1); N2=OptimalCuttingFrequency(x2_noise,t2);
=min(N1,N2); M=floor(sqrt(N)); tau=0:T/(2*M):T;
_spot=FM_spot_cov(x1_noise, x2_noise,t1,t2,T,’N’,N,’M’,M,’tau’,tau);

_spot1=FM_spot_vol(x1_noise,t1,T,’N’,N,’M’,M,’tau’,tau);
_spot2=FM_spot_vol(x2_noise,t2,T,’N’,N,’M’,M,’tau’,tau);

The supplementary function

spotvar,tau]=FE_spot_vol_FFT(x,t)

mplements the instantaneous variance estimator based on the Fast Fourier Transform algorithm (FFT) for equally-spaced data.
The advantage of using FFT is mainly computational. In fact, the FFT reduces the complexity of computing the discrete Fourier
transform from 𝑂(𝑛2), which arises if one simply uses the basic algorithm for the computation of the Fourier coefficients of the
rocess increments, to 𝑂(𝑛 log 𝑛), where 𝑛 is the data size. This function makes use of the MATLAB® built-in routines fft(x) and
fft(x), which implement discrete Fourier and inverse transforms using the algorithm by [7]. It is worth noting that the best
erformance of the FFT algorithm is obtained by choosing 𝑛, 𝑁 and 𝑀 to be a power of two. However, the function works even for

values of 𝑛, 𝑁 and 𝑀 different from powers of two. The relative performance improvement is considerable: for instance, when the
dataset dimension is 𝑛 = 23400, the execution CPU time passes from approximately 20 s to approximately 4 s, with a speedup factor
of 5. For further details about the FFT implementation of the Fourier–Malliavin volatility estimator, we refer the reader to [20].8

Table 2 displays the estimated integrated variances and covariance, compared with their actual values. The estimated values are
obtained by calling

V_int1=FM_int_vol(x1,t1,T)
V_int2=FM_int_vol(x2,t2,T)
C_int=FM_int_cov(x1,x2,t1,t2,T)

8 We also mention the paper by [5] which extends the use of FFT to non-uniform data and provides the related Julia implementation codes.
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Table 2
Estimates of integrated variances and covariance and actual values.

Int. Var. process 1 Int. Var. process 2 Int. Covar.

Actual values 0.1700 0.1568 0.0805
Estimates 0.1723 0.1594 0.0821
Estimates (Noisy data) 0.1760 0.1741 0.0819

with default values of the cutting frequency N.9 The last row of the table displays the estimated values in the noisy case, obtained
y setting the optimized frequencies N= 465. We note that estimates are still very good in the presence of noise, except in the case

of process 2, where the estimate is slightly less efficient for N= 465.
An important issue in the applications is ensuring that the estimated covariance matrix remains positive semi-definite. [22]

roved that adding a Fejer kernel in the Fourier estimator of the integrated variances and co-variances guarantees positive semi-
efiniteness. The function FM_cov_matrix.m computes the integrated variance–covariance matrix on any number of diffusion
rocesses, sampled over the same time horizon [0, 𝑇 ], using the Fourier–Malliavin estimator (13) with Fejer kernel. Input data can

be of different sizes and non-synchronous, with and without missing data. This represents an important strength of the estimator,
which does not require any preliminary synchronization procedure of the data. However, we highlight that when observed data are
asynchronous special care must be taken in the choice of the cutting frequency 𝑁 , to contrast the so-called Epps effect, i.e., the bias
towards zero appearing in correlations among processes as the sampling frequency increases. The discussion of this aspect is outside
the scope of the paper and we refer the reader to [23].10

4.3. Leverage, volatility of volatility and quarticity estimation

The estimation of the instantaneous leverage process 𝐵(𝑡) by the Fourier estimator in (19) can be performed by calling the
unction

_spot=FM_spot_lev(x,t,T,’N’,N,’M’,M,’L’,L,’tau’,tau)

The user must provide as inputs a vector of observations x and the related observation times t, the time horizon 𝑇 , the cutting
frequencies N, M and L, and the vector tau of estimation times. If tau is not specified, it is set equal to 0:T/(2*L):T and given
as an output variable tau_out. When not specified, default values for the cutting frequencies are

N = ⌊𝑛∕2⌋, M = ⌊(𝑛∕2)0.5⌋,L = ⌊(𝑛∕2)0.25⌋.

Similarly, the estimation of the integrated leverage is performed by calling11

L_int= FM_int_lev(x,t,T,’N’,N,’M’,M).

Further, the estimation of the instantaneous volatility of volatility process 𝐶(𝑡) by the Fourier estimator in (21) can be performed
y calling the function

V_spot=FM_spot_volvol(x,t,T,’N’,N,’M’,M,’L’,L,’tau’,tau).

As for the inputs, the same considerations apply as for the case of the leverage, with the exception that in the case of the volatility
f volatility the default values of the cutting frequencies are12

N = ⌊𝑛∕2⌋, M = ⌊(𝑛∕2)0.4⌋,L = ⌊(𝑛∕2)0.2⌋.

Similarly, the estimation of the integrated volatility of volatility is performed by calling

V_int=FM_int_volvol(x,t,T,’N’,N ’M’, M).

Finally, the estimation of the instantaneous quarticity process 𝜎4(𝑡) by the Fourier estimator can be performed by calling the
unction

_spot=FM_spot_quart(x,t,T,’N’,N,’M’,M,’L’,L,’tau’,tau)

As for the inputs, the same considerations apply as for the case of the leverage. In particular, the default values of the cutting
requencies are the same as for the leverage. Similarly, the estimation of the integrated quarticity is obtained by calling

_int=FM_int_quart(x,t,T,’N’,N,’M’,M).

9 Note that the code for the integrated covariance is based on Eq. (13).
10 We also remark that, by construction, the Fourier–Malliavin estimator of the instantaneous volatility matrix (12) is not even symmetric. [2] propose a
odified estimator that can be proved to be symmetric and positive semi-definite.
11 The conditions 𝑁 = ⌋ 𝑛∕2 ⌋ and 𝑀 = 𝑂(

√

𝑛) are shown to be rate-optimal for the estimation of the integrated leverage by [25].
12 As shown in [32], the default choice of 𝑀 = 𝑂((𝑛∕2)0.4) guarantees asymptotic unbiasedness for the estimation of the Fourier coefficients of the volatility

of volatility in the absence of noise but is not rate-optimal; to obtain a rate-optimal estimator one has to subtract a multiple of the estimated quarticity.
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Fig. 3. Intraday BID prices of MSFT on April 15, 2024, from 9.30 (market opening) to 16.00 (market closure).

Table 3
Estimates of integrated quantities for MSFT on December 20, 2023.
Volatility Quarticity Vol. of vol. Leverage

1.378 ⋅ 10−4 2.718 ⋅ 10−8 1.464 ⋅ 10−5 −2.966 ⋅ 10−6

5. Empirical applications

In this Section, we provide two examples of applications of the FMVol library with empirical data. The first example, which
mploys high-frequency prices of equity stocks, represents the typical application of the Fourier–Malliavin method. The second
xample, which involves intraday atmospheric temperature measurements, demonstrates the flexibility of the Fourier–Malliavin
ethod for applications outside the field of financial econometrics.

.1. Application to financial data

The first application of the FMVol library that we propose employs the series of tick-by-tick BID prices of Microsoft (MSFT)
ampled on April 15, 2024. This series has been downloaded from the database of Dukascopy Bank SA.13 Fig. 3 shows the plot of

the series.
The sample size of the series is 𝑛 = 50162 and observations are irregularly spaced. Further, observations are affected by

easurement error, due to the presence of microstructure noise. In this setting, the consistent estimation of the Fourier coefficients
f the volatility requires suitably reducing the cutting frequency 𝑁 , that is, excluding the highest frequencies from the convolution
ormula in (11). Accordingly, we select the cutting frequencies by using the finite-sample optimal procedure used in the simulated
xercise of Section 4.2, that is, letting 𝑥 and t denote, respectively, the vector of observation values and times, we select
=OptimalCuttingFrequency(x,t), M=floor(sqrt(N)) and L=floor(sqrt(M)). Moreover, note that we measure

time in days, that is, we set T= 1, and estimate spot quantities every half an hour, that is, we select tau=0:T/13:T.
The results of the application of the FMVol functions for the estimation of spot quantities are displayed in Fig. 4, while Table 3

esumes the results of the application of the functions for estimating integrated quantities. Fig. 4 shows that MSFT spot volatility
stimates follow the typical U-shape pattern observed in intraday asset volatility series – due to a more intense trading activity near
arket open and close time – with the exception of a peak at 13.30. A similar pattern is mechanically reflected in the intraday

ehaviour of spot quarticity estimates. Moreover, we note that the estimated spot volatility of volatility of MSFT also follows a U-
haped intraday pattern. Finally, we observe that the spot leverage of MSFT is prevalently negative, consistently with the negative
orrelation between asset returns and their volatilities typically observed on financial markets.

For the specific case of spot volatility, it is possible to evaluate the estimation accuracy by means of the empirical test presented
n [19]. The test is as follows. For a given ℎ > 0, define the standardized log-return at 𝑡 as

𝑧ℎ(𝑡) ∶=
𝑥(𝑡 + ℎ) − 𝑥(𝑡)

√

𝜎2(𝑡)ℎ
.

13 www.dukascopy.com/swiss/english/marketwatch/historical
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Fig. 4. Estimated spot volatility, quarticity, leverage and volatility of volatility for MSFT on April 15, 2024.

Under the model in Eq. (6), if ℎ is sufficiently small, the sequence {𝑧ℎ(𝑡)}𝑡∈𝜏 , 𝜏 = {0, ℎ, 2ℎ,… , (⌊𝑇 ∕ℎ⌋−1)ℎ}, approximates a sequence
of i.i.d. standard normal random variables.

Thus, letting

�̂�ℎ(𝑡) ∶=
𝑥(𝑡 + ℎ) − 𝑥(𝑡)

√

�̂�2(𝑡)ℎ
,

enote the reconstructed standardized increments of 𝑥, by testing the distribution of the sample sequence {�̂�ℎ(𝑡)}𝑡∈𝜏 for normality,
ne can indirectly assess the accuracy of the spot volatility estimates {�̂�2(𝑡)}𝑡∈𝜏 .

Following [3], we set ℎ = 5 minutes and test for the standard normality of the log-price increments of MSFT standardized by
he Fourier spot volatility estimates displayed in Fig. 4.14 Specifically, we use the Kolmogorov–Smirnov test. As a result, we obtain
𝑝-value equal to 0.513, which suggests accepting the null hypothesis of standard normality. This finding supports the accuracy of

he spot volatility estimates.
We also apply the FMVol library to estimate the covariance of MSFT BID prices with those of Google (GOOGL) on April 15,

024.15 The sample size of GOOGL BID prices on this day results in 75773 observations. These observations are also irregularly
paced and, moreover, non-synchronous with those of MSFT.

For the estimation of the covariance between the two stocks we make the following choices of the cutting frequencies. Firstly,
e compute the finite-sample optimal values of 𝑁 for each stock by means of N1=OptimalCuttingFrequency(x1,t1) and
2=OptimalCuttingFrequency(x2,t2), where x1 and x2 are the vectors of log-price values of 𝑀𝑆𝐹𝑇 and 𝐺𝑂𝑂𝐺𝐿, while
1 and t2 are the vectors of the corresponding observation times. Then we select 𝑁 for the covariance as N=min(N1,N2). Finally,
e choose M=floor(sqrt(N)).

As for T and tau, we maintain the same choice as in the case of the univariate application of the FMVol library with MSFT BID
rices. The estimated spot covariance path is shown in Fig. 5. The value of the estimated daily integrated covariance is 8.248 ⋅ 10−5.
e note that the spot covariance between the two assets is always positive on the day under study. The positive sign of the spot

nd integrated covariance can be explained by the fact that both stocks belong to the same industrial sector. Furthermore, we note
hat the spot covariance is higher near market open and close times.

.2. Application to weather data

The second application of the FMVol library that we illustrate considers a time series of atmospheric temperature measurements.
pecifically, it involves sample intraday atmospheric temperature measurements recorded by a weather station near Sydney,
ustralia, with geographic coordinates given by −34.0, 151.1. This time series, which we downloaded from the Copernicus database,16

s sampled at the hourly frequency and covers the period from January 1, 2022, to December 31, 2022, for a total of 8760 hourly
bservations. Fig. 6 plots the measurement series, expressed in Celsius degrees.

14 As price observations are irregularly spaced, we perform downsampling at the 5-minute frequency by considering the observations whose timestamp is the
losest to the points composing the 5-minute grid. Further, note that the last volatility estimate obtained at 16.00, that is, at market close, is excluded from the
est because it is not possible to compute the forward-looking 5-minute log-price increment.
15 GOOGL BID prices have also been downloaded from the Dukascopy database.
16
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Fig. 5. Estimated spot covariance between MSFT and GOOGL on April 15, 2024.

Fig. 6. Hourly atmospheric temperature measurements corresponding to the geographic coordinates −34.0, 151.1 for the period January 1, 2022–December 31,
022.

As detailed in [26], climate time series can be assumed to be a stochastic process composed of a trend (drift) and an i.i.d.
oise (diffusion), plus possible outliers (jumps). We note that the effect of the drift on the convolution in is negligible (see lemma
.2 by [17]) and thus, at high frequencies, the presence of a drift component does not impact the finite-sample efficiency of the
ourier–Malliavin method in reconstructing the coefficients of the volatility. However, the time series employed in this example
re sampled at the (not so-high) hourly frequency. Hence, we prefer to take a conservative approach and de-trend the series, that
s, isolate the diffusion component, in order to avoid a possible finite-sample bias in the estimates of the Fourier coefficients of
he volatility. Note that weather time series can incorporate multiple seasonal trends, with different periods. In fact, in our specific
nstance, the presence of at least two trends can be recognized: a short-span trend related to the repetition of the intraday pattern
f temperatures and a long-span trend related to the alternation of summer, autumn, winter and spring throughout the year.

Specifically, we apply the following procedure to remove trends. Firstly, to eliminate the presence of seasonal trends with multi-
eek periods, we split the 1-year atmospheric temperature sample into 73 sub-samples of the same size, corresponding to 5 days. Note

hat this splitting maintains a sufficiently large number of observations in each sub-sample for the asymptotic theory to be effective,
amely 120. Further, we use the MATLAB® function 𝑡𝑟𝑒𝑛𝑑𝑑𝑒𝑐𝑜𝑚𝑝 to find and remove short-span intraday trends from sub-samples.
s a result, we obtain a time series of detrended residuals, which represent the diffusion component of the atmospheric temperature
eries. We use such de-trended residuals as input to the FMVol functions.

For the application of the FMVol functions, we set T= 5, 𝑛 = 120 and tau= 0 ∶ 1∕6 ∶ T−1∕6, and use the default values of
he cutting frequencies. Note that the choice of tau is such that estimates are obtained every 4 hours. The resulting sequence of
350
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Fig. 7. Estimated atmospheric temperature spot volatility, quarticity, leverage and volatility of volatility for the geographic coordinates −34.0, 151.1 over 2022.

Table 4
Estimates of integrated quantities for the atmospheric temperature series corresponding to the
geographic coordinates −34.0, 151.1 during 2022.
Volatility Quarticity Vol. of vol. Leverage

1060.552 11 150.248 18 816.550 −89.279

Fig. 8. Estimated spot covariance of the atmospheric temperature recorded at coordinates −34.0, 151.1 and −33.7, 150.8 during 2022.

pot estimates is displayed in Fig. 7, while Table 4 contains the aggregate values of integrated quantities, obtained as the sum of
ub-sample estimates. Fig. 7 shows that the spot volatility, quarticity and volatility of volatility show clusters, displaying larger
pikes between February and May and smaller spikes near the end of the year. As for the spot leverage,17 Fig. 7 shows a value close
o zero on average, with significant negative and positive spikes occurring approximately in correspondence with spot volatility
pikes.

We also estimate the spot and integrated covariance with de-trended residuals of the temperature time series recorded from the
eather station with coordinates −33.7, 150.8, which has also been downloaded from the Copernicus database. Since the two series
re equally spaced and synchronous, for the estimation of the integrated and spot covariance we maintain the same values of T, N,
, L and tau as in the univariate case. The resulting spot estimates are displayed in Fig. 8. The aggregate integrated covariance

17 We refer to the quadratic covariation between atmospheric temperature and its volatility as 𝑙𝑒𝑣𝑒𝑟𝑎𝑔𝑒 to underline that it has been estimated via the
351
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amounts to 536.253. We note that the spot covariance tends to be most often positive, consistently with the fact that the two locations
re quite close in terms of geographic coordinates, with occasional negative spikes.

. Conclusions

This paper presents the Fourier–Malliavin Volatility (FMVol) estimation library for MATLAB®, which includes functions that
implement the Fourier–Malliavin estimators of the spot and integrated volatility, co-volatility, quarticity, volatility of volatility and
leverage. By introducing a ready-to-use library, this paper aims to facilitate the implementation of Fourier–Malliavin estimators even
for users who are not familiar with Fourier analysis, in view of the flexibility of the method and the related wide scope of potential
applications. Although originally introduced for the estimation of asset volatilities, the Fourier–Malliavin method is indeed a general
non-parametric method that can be applied whenever one is interested in reconstructing the latent volatility (and/or second-order
quantities) of a stochastic volatility process from discrete observations thereof. We remark that the method, which relies on in-
fill asymptotics, does not impose any stationarity and ergodicity assumptions. Furthermore, we stress that the method does not
require equally-spaced observations and is robust to measurement errors, or noise, without any preliminary bias correction or data
pre-treatment. Moreover, in its multivariate version, it is intrinsically robust to irregular and asynchronous sampling.
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ppendix. Bivariate data simulation

This Appendix describes the functions Heston2D.m and Heston1D.m that we used to simulate data samples in Section 4.
ee [13] for more details on the parametric model employed.

The function Heston2D.m implements the Euler scheme to integrate the stochastic differential Eq. (23)–(26). The function
eads as

x,V] = Heston2D(T,n,parameters,Rho,x0,V0),

here:

- T (e.g., T=1) denotes the length of the integration interval [0, 𝑇 ];
- n (e.g., n=10000) is the number of sub-intervals used for the discretization of the equations;
- parameters is 4 × 2 matrix whose 𝑗th column contains the values for the parameters 𝜇𝑗 , 𝛼𝑗 , 𝜃𝑗 and 𝛾𝑗 , 𝑗 = 1, 2, in (23)–(26);
- Rho is a column vector of length equal to 6 that contains the correlation coefficients of the Brownian motions, namely 𝜌1,2,
𝜌1,3, 𝜌1,4, 𝜌2,3, 𝜌2,4, 𝜌3,4;

- x0 and V0 are vectors that contain the initial values for 𝑥1, 𝑥2 and their related variances, respectively.

he function provides as outputs the (n + 1) × 2 matrices x and V containing the 𝑛 + 1 observations for 𝑥1 and 𝑥2 and their related
instantaneous variance observations, respectively.

The function

[x,V]=Heston1D(T,n,parameters,rho,x0,V0)

similarly generates a univariate diffusion process and its instantaneous variance from the Heston model.
®
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We refer the reader to the related MATLAB documentation and help files available in the FSDA Toolbox for more details.
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