
02 January 2025

University of Parma Research Repository

Face Synthesis with a Focus on Facial Attributes Translation using Attention Mechanisms / Li, R.;
Fontanini, T.; Prati, A.; Bhanu, B.. - In: IEEE TRANSACTIONS ON BIOMETRICS, BEHAVIOR, AND IDENTITY
SCIENCE. - ISSN 2637-6407. - (2022). [10.1109/TBIOM.2022.3199707]

Original

Face Synthesis with a Focus on Facial Attributes Translation using Attention Mechanisms

Publisher:

Published
DOI:10.1109/TBIOM.2022.3199707

Terms of use:

Publisher copyright

(Article begins on next page)

Anyone can freely access the full text of works made available as "Open Access". Works made available

Availability:
This version is available at: 11381/2932238 since: 2023-09-28T08:45:22Z

Institute of Electrical and Electronics Engineers Inc.

This is the peer reviewd version of the followng article:

note finali coverpage



1

Face Synthesis with a Focus on Facial Attributes
Translation using Attention Mechanisms

Runze Li, Student Member, IEEE, Tomaso Fontanini, Andrea Prati, Senior Member, IEEE and Bir
Bhanu, Life Fellow, IEEE

Abstract—Synthesis of face images by translating facial at-
tributes is an important problem in computer vision and bio-
metrics and has a wide range of applications in forensics, enter-
tainment, etc. Recent advances in deep generative networks have
made progress in synthesizing face images with certain target
facial attributes. However, visualizing and interpreting generative
adversarial networks (GANs) is a relatively unexplored area and
generative models are still being employed as black-box tools.
This paper takes the first step to visually interpret conditional
GANs for facial attribute translation by using a gradient-based
attention mechanism. Next, a key innovation is to include new
learning objectives for knowledge distillation using attention
in generative adversarial training, which result in improved
synthesized face results, reduced visual confusions and boosted
training for GANs in a positive way. Firstly, visual attentions
are calculated to provide interpretations for GANs. Secondly,
gradient-based visual attentions are used as knowledge to be
distilled in a teacher-student paradigm for face synthesis with
focus on facial attributes translation tasks in order to improve
the performance of the model. Finally, it is shown how “pseudo”-
attentions knowledge distillation can be employed during the
training of face synthesis networks when teacher and student
networks are trained to generate different facial attributes. The
approach is validated on facial attribute translation and human
expression synthesis with both qualitative and quantitative results
being presented.

Index Terms—Facial attributes translation, Face image synthe-
sis, Visual attention maps, Explainable AI, Generative adversarial
network, Deep learning

I. INTRODUCTION

SYNTHESIS of facial attributes and their characterization
are important for a wide range of computer vision, foren-

sics, security, biometrics and entertainment applications. For
instance, synthesizing face images can be used as a data
augmentation technique in order to boost large-scale training
for deep neural networks. Face synthesis with facial attributes
translation can be applied in attribute-based recognition and
identification, especially in surveillance and security. Besides,
face synthesis can be useful in digital-art applications, e.g.,
paintings-related tools, like apps/softwares where users virtu-
ally customize faces with various attributes. Further, it is worth
exploring how to extend face synthesis for video generation,
e.g., one can generate face videos where facial attributes are
changing.
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Fig. 1: Exploring interpretability of traditional CNN models
(top) and generative models (bottom).

In applications of forensics, security and biometrics, face
synthesis with various facial attributes can be applied for
disguised and concealed identity recognition by using either
synthesized face images or videos. Moreover, adversarial at-
tacks have become hot topics in recent years and synthesizing
face images with various facial attributes can be effectively
utilized for dealing with adversarial attacks in deep learning
models for improving their robustness of deep models. With
these broad applications, we argue that translating facial at-
tributes in face images synthesis is an under-explored problem,
specifically from the perspective of visual interpretations,
because it generally happens as a “black-box” process, without
interpretations. However, security critical applications demand
a clear understanding of the reasoning behind algorithmic
processes. Consequently, there has been substantial recent
interest in understanding and interpreting how facial attributes
are translated in generative models.

Starting from classification tasks, inspired by Zeiler and
Fergus [1], much effort has been dedicated in visualizing
and understanding feature activations in convolutional neural
networks (CNNs) by generating attention maps that highlight
regions which are considered to be important for the network
goals. As shown in the top stream in Fig. 1, given a trained
CNN model, attention maps show how CNN responds to
input images by indicating where an object is located in an
image, e.g., an elephant is classified correctly and highlighted
visually in the attention map. CAM [2], Grad-CAM [3] and
Grad-CAM++ [4] were proposed to generate this kind of
visualization by means of attention maps to help us interpret
why this image is classified to the elephant class in a more
discriminative way.
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Fig. 2: Visual interpretations obtained from different residual
blocks over the conditional GAN for facial attributes trans-
lation. The input to the model is a source face image with
target facial attributes and the output is the translated face
image where target attributes are expected to be applied on.
The attention maps highlight the pixels which contribute to
the output class.

Following this line of research, various researchers ex-
ploited the model explainability and explored the utilization of
valuable information contained in attention maps in order to
improve the performance of CNNs. Li et al. [5] used attention
maps as weak supervised visual guidance for training CNNs
and observed improvements in model generalizability in image
classification and segmentation tasks. Dhar et al. [6] proposed
an approach with attention distillation loss for incremental
learning for classification tasks. Wenqian et al. [7] proposed
a technique to visually interpret Variational Autoencoders
(VAEs) and utlized attention maps for anomaly localization
and disengled representation learning. However, in spite of
these significant advances, enabling explainability of GANs
by using visual attentions is an area that has not been fully
explored yet. For example, how GANs respond to input under
different conditions still remains unresolved, which results in
GANs being used mainly as a black-box tool.

With the introduction of GANs and their many variants,
image generation has made a gigantic forward leap in recent
years, especially in terms of photo-realism. Still, often it is
necessary to condition the generative models in order to have
control over their outputs. This is the case of facial attribute
translation, where the objective is to have a more useful
representation of input face images that can be later used for
various down-streaming tasks. For example, as shown in the
bottom stream of Fig. 1, generative models that are able to
produce highly detailed images with expected facial attributes
and their outputs are almost indistinguishable from real face
images. Understanding how these generative models perform
such kind of tasks for a set of diverse conditions on the input
is crucial for us to interpret them.

In this paper, we posit that exploiting visual interpretations
in conditional GANs (cGANs) is a fundamental step in order
to improve upon them. For this reason, we first study the
generation of visual attention in (cGANs) for facial attribute
translation by means of a gradient-based method. Facial at-
tribute translation task requires the model to translate a input
face image into different face images with specified different

facial attributes using only a generator and a discriminator
as a GAN system. Then, a fundamental step is taken to
produce visual attentions which highlight the spatial features
where the network is focusing on for a certain facial attribute
and also allows to identify which layers in the generator are
relatively more devoted to the facial attribute translations.
Some examples of attentions are presented in Fig. 2.

Next, we focus on the utilization of these attention maps
to derive a knowledge distillation module in a teacher-
student paradigm and propose a novel framework called Atten-
tion Knowledge Distillation Generative Adversarial Network
(AKD-GAN) for facial attribute translation, thus improving
performance of translating target facial attributes on input
face images. In other words, the teacher network suggests
meaningful visual attention for each attribute, that will guide
the training of the student network. Further, using attention
knowledge distillation helps us in removing biases that are
common in facial-attribute translation datasets (e.g., “gender
bias” where the selection of a certain attribute also changes
the gender of the input face image).

In addition, another flexible application enabled by our pro-
posed model is the use of so-called “pseudo”-attention maps,
that are attention maps generated by the teacher from a set
of facial attributes and used as weak supervisions for training
a different set of facial attributes in order to help the student
network to produce better face images with target attributes.
This application is developed as a “pseudo”-attention knowl-
edge distillation module in AKD-GAN. Extensive experiments
are conducted on publicly available datasets and experimental
results on two different settings demonstrate the effectiveness
of the proposed model.

The main contributions of this work are as follows:
• A novel framework called AKD-GAN that consists of

a teacher and a student network trained with atten-
tion knowledge distillation, where visual attentions are
designed as full supervisions or weak supervisions to
improve the performance of the student network and to
remove bias in the datasets.

• An approach that enables to visually interpret condi-
tional generative adversarial networks (cGANs) by using
a gradient-based attention mechanism. In addition, the
paper shows how these visual attention maps can be used
for multiple purposes.

• A demonstration of the proposed method’s advantages
in improving facial attribute translations with extensive
experiments both in distilling attention knowledge among
various facial attributes and alleviating observed bias in
generated face images.

The paper is organized as follows: Section II summarizes
related works. Section III describes our approach to gener-
ate facial attributes translation attentions and our proposed
framework for improved face synthesis with facial attributes
translation; Section IV presents extensive experiments with our
framework; SectionV provides conclusions of our work.

II. RELATED WORK

CNNs visual attention explanation. Deep Convolutional
Networks have achieved astounding results in most computer
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vision tasks and interpreting their behaviours by visualizing
“where they look” when making a decision has attracted lots
of interest in the past years. Following the initial work of
Zeiler et al. [1] and Mahendran et al. [8], Zhou et al. [2]
provided a method for generating class activation mappings
(CAM) by using the global average pooling. Grad-CAM [3]
and its variant Grad-CAM++ [4] were proposed by using
gradients of the output score and intermediate feature maps to
obtain the gradient-based class-discriminative attention maps.
Compared with the response-based approaches [2], [9], [10]
which introduce additional trainable units, they are applica-
ble to a wide range of architectures without requiring any
structural change in the network and without retraining the
models. Recently, the concept of visual attention was also
extended to GANs [11], [12], [13]; However, these papers
mainly studied self-attention modules which required a large
number of additional training units consisting of a series of
convolutional layers with 1 × 1 kernel size. In particular,
MU-GAN [12] introduced an additive attention mechanism to
build attention-based U-Net connections and a self-attention
mechanism in the convolutional layers. In addition, Kim et
al. [14] calculated attention in the discriminator of a GAN in
order to use it as a mask to preserve the attribute-irrelevant
regions. As compared to this work, we take the first step into
visualizing and employing attention that is calculated from the
GAN generator to directly improve the performance of face
images synthesis.
Knowledge distillation in neural networks. Knowledge
distillation involves transferring knowledge from a more com-
plex network (teacher) to a simpler and lighter network
(student) sharing the same task [15]. The goal is to have
the student to reach almost the same results as the teacher.
Many techniques have been developed in this area [16], [17],
[18], with [19] being the first to use attention transfer to
improve the performance of a student classification network.
Previous methods were almost entirely used for recognition or
classification models, while [20] introduced a method working
on unconditional GANs. Recently, Li et al. [21] proposed a
compression algorithm for cGANs using feature distillation
and neural architecture search.
Conditional GANs for facial attribute translation. Gen-
erative Adversarial Networks (GANs) [22], [23], [24], in
their many variations represent the state-of-the-art for photo-
realistic image synthesis nowadays. In particular, when a much
finer control over the output is required, conditional GANs
(cGANs) [25] allow the generation of images from text [26],
[27], [28], class labels [29], [30] for natural images, sketches
or rich textures [31], [32], [33], [34], [35], [30]. Besides,
Di et al. [36] studied to synthesize attribute-preserved visible
face images from thermal imagery for cross-modal matching.
Furthermore, while initially a paired dataset was required
[37], CycleGAN [38] showed that a conditional GAN can
be successfully trained in an unpaired way. Another relevant
feature that most cGANs lack is the ability of producing
images belonging to different classes or domains using a single
architecture. Some models [39], [40] achieve this by using
adaptive instance normalization layers [41] combined with a
class-specific encoder and a content-specific encoder whereas

Input Output

Target 
Attribute:
Pale Skin

Input ReferenceOutput

(a) Image-to-image facial 
attribute translation (b) Stye transfer

Fig. 3: Examples of image-to-image facial attribute translation
(a) and style transfer (b).

StarGAN [42] and its variants [43], [44], [45], [46] take as
input both an image and the target label learning to flexibly
execute the translation using only one underlying representa-
tion. Unlike the above frameworks, models like StarGANv2
[47] focus on different tasks and share different principles
in network design. StarGANv2 designs the architecture by
heavily relying on using a mapping network to learn multiple
styles and utilizing Adaptive Instance Normalization (AdaIN)
layers [41] that can only perform global editing over the input
images. Thus, StarGANv2 performs more of a style transfer
(like most of AdaIN-based methods) than attributes translation
as we focus in this paper. We argue that the purpose of
StarGANv2 is significantly different from ours. To perform
style transfers, the model is trained to take an image to be
transferred and a reference image as the input, and outputs a
new image by transferring features of reference image over
the image to be transferred, and the output image could be
completely different in identities. Fig. 3 presents a comparison
of results of image-to-image facial attributes translation and
style transfer. Fig. 3(a) shows an example of facial attributes
translation on a face image, where the identity of the face
and the appearance of the face are maintained, but only
facial attributes are changed. Fig. 3(b) shows an example of
style transfer, where the identity and almost the entire image
have been changed in the output. Indeed, when transferring
styles, no single facial attribute is changed, but the style and
appearance of the entire image have changed and only the
pose of the source image is maintained. In this work, we focus
on image-to-image translation for facial attributes translation.
Finally, cGANs can also be combined with meta-learning for
greater flexibility and robustness [48].

To bridge the gap of model interpretations of cGANs for
synthesizing face images with facial attributes, this work firstly
generate visual attention as interpretations for cGANs, and
then propose a new framework to utilize visual attention
to distill attention knowledge in a teacher-student paradigm
to improve the face synthesis performance of the student
network. The motivation comes from our observations that
attention maps can highlight spatial regions where the target
attributes would be applied (examples in Fig. 2), and these
attention maps can in turn serve for knowledge-based guidance
to further improve model performance. Firstly, we study gener-
ating visual attention for facial attributes translation generative
adversarial models, i.e., conditional GANs in our framework
which has not been explored yet. Secondly, we propose our
framework with attention knowledge distillation in a teacher-
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Fig. 4: Summary of the AKD-GAN workflow: the Teacher T network and the Student S network represent the conditional
GANs for facial attribute translation. The Lightweight Student (Lite-S) network is a lighter student network. During training,
our proposed attention distillation loss Lakd is calculated using the attention maps obtained from the teacher and the student
or the lightweight student network using the method described in III-A.

student paradigm for facial attributes translation and conduct
thorough experiments on CelebA [49] and RaFD [50] datasets,
establishing improved facial attributes translation performance
under extensive experimental settings. Finally, we study how
these attention visualizations can help distilling knowledge
among different facial attributes in our “pseudo”-attention
knowledge distillation experiments, providing the flexibility
of our proposed attention knowledge distillation module in
integrating with generative adversarial networks training.

III. TECHNICAL APPROACH

We propose an end-to-end framework, AKD-GAN (see Fig.
4), to improve model performance of a student network and
also of a lightweight student network for facial attributes
translation via gradient-based attention maps as guidance. The
main idea is to produce visual attention, for facial attribute
translation that provides supervisory signals for the proposed
attention knowledge distillation process.

We first introduce the backbone network in our AKD-GAN
and basic training objectives of the generator and the discrim-
inator in the following paragraphs. Then we streamline the
attention generation pipeline in Section III-A and the related
experimental results are shown in Section IV-D. Next, we
describe the proposed attention knowledge distillation loss in
Section III-B. The corresponding experiments and discussions
are given in Section IV-E, Section IV-G and Section IV-H. In
addition, we introduce the proposed “pseudo”-attention knowl-
edge distillation loss in Section III-C and the corresponding
experiments and discussions are carried out in Section IV-F.

A conditional generative adversarial network [25] extends
GANs by adding a condition as the input to the generator
and discriminator. Conditions act as prior information for the
GAN to generate data, and such conditions can be in various
formats, like latent vectors, images, language priors, etc. The
auxiliary classifier GANs [51] further extend a classification
stream in the discriminator.

The basic system of our AKD-GAN is composed of a
teacher T network and a student S network which is the one
to be optimized and evaluated. Both of them are conditional
GANs for facial attributes translation and are conditioned by
the label of the target facial attribute that we want to translate
over the input face image to obtain a new output face image.
The generator takes as input a face image and the target facial
attribute and returns the translated face image with target facial
attributes applied, while the discriminator takes the translated
face image as input and returns an adversarial output and a
facial attribute classification output.

The facial attribute generator is composed of an encoder,
followed by a group of residual blocks and a decoder. The
facial attribute translation of the generator can be written as:

xfake = Genfa(xreal, c) = Dec(Enc(xreal, c)) (1)

where xreal is the input face image, c is the target facial
attribute for translation, Genfa is the facial attribute generator
containing the encoder Enc and decoder Dec and xfake is the
generated (fake) face image with target facial attributes.

The facial attribute discriminator Disfa consists of a group
of convolutional layers and two output streams: one is the
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adversarial output telling how realistic the generated face
image is by distinguishing it as real or fake, and the other
one is auxiliary classification output for calculating the facial
attribute classification loss. The overall learning objectives to
train the student network of AKD-GAN for facial attribute
translation follows the one of StarGAN [42] and can be written
as:

LDisfa
= Ladv + Lcls (2)

LGenfa
= Ladv + Lcls + Lrec (3)

for the discriminator and the generator. The generator is
trained using adversarial loss Ladv , classification loss LGenfa

cls

and reconstruction loss Lrec, while the discriminator is trained
with adversarial loss Ladv and classification loss LDisfa

cls .

A. Attention Generation for Facial Attributes Translation

Inspired by the fundamental framework of Grad-CAM [3],
we streamlined the generation of attention map on either the
student network or the teacher network for facial attribute
translation. An attention map corresponding to the input face
images can be obtained within each inference step so that
it can be employed during training stage. Given an input
face image x ∈ xreal and a set of target facial attributes
c, for each class c ∈ c, from the ground-truth labels of
target facial attributes, we compute the gradient of score yc

corresponding to the class c. We backpropagate the gradients
directly from the classification output of the discriminator to
the convolutional layers of the generator with feature maps
F ∈ Rn×h×w, with n, h and w being number of channels,
height and width of the feature map, respectively, obtaining
facial attributes attention maps Afa corresponding to yc.
Indeed, this represent a significant difference with respect to an
ordinary classification network (the typical setup where Grad-
CAM operates) where, in order to get attention, the gradients
are backpropagated only to the layer before the classification
output. Specifically, we calculate Afa by using the following
equation:

Afa = ReLU

(
n∑

k=1

αc
kFk

)
(4)

where the scalar αc
k = GAP

(
∂yc

∂Fk

)
and Fk is the kth feature

channel (k = 1, . . . , n) of the feature maps F, with ∂yc

∂Fk

representing the gradient of the score yc with respect to the
feature maps Fk. The global average pooling (GAP) operation
is used to obtain scalar αc

k as:

αc
k =

1

S

h∑
m=1

w∑
n=1

(
∂yc

∂Fmn
k

)
(5)

where S = h × w and Fmn
k is the pixel value at location

(m,n) of the h×w matrix Fk. The attention map generation
process is illustrated in Fig. 5.

Note that we took this conditional GAN for facial attributes
translation as the main case study in our work, but this pipeline
to generate attention maps can be applied to a wider variety of
GANs, and simply requires a generator-discriminator structure
with auxiliary streams integrated in the discriminator.

Example attention results are shown in Fig. 2. It can
be observed that visual attention reveal how the conditional
generative models perform translations on the input to generate
output in a more transparent way. Particularly, these results
confirm that we can use these attention maps for knowledge
distillation, either in a self-supervised or weakly-supervised
manner, to train our AKG-GAN for improved facial at-
tributes translations, which will be introduced in following
sub-sections.

B. Attention Knowledge Distillation Loss

We use the notion of attention knowledge distillation as the
main part of our learning process for distilling the knowledge
encoded in visual attention from the teacher to the student and
propose a new learning objective Lakd (attention knowledge
distillation loss, denoted as akd loss). Essentially, given the
input face images x and target facial attribute c, the attention
maps of the facial attribute class are computed from the teacher
network and student network using the method introduced
in Sect. III-A, as Afa

T (x, c) and Afa
S (x, c), respectively. We

enforce the two attentions to be consistent (i.e., the student
attention must imitate the teacher one) and integrate this
constraint during the training. To this end, we propose a loss
function Lakd which is defined as:

Lakd = Ex,c

[
∥ Afa

T (x, c)−Afa
S (x, c) ∥

]
(6)

The proposed loss is differentiable which means that it can be
directly used for model training without introducing additional
training units.

The AKD-GAN workflow is illustrated in Fig. 4, with Lakd

integrated in different teacher-student knowledge distillation
designs: the first one is teacher-student training while the
second one is teacher-lightweight-student training. In addition,
during each training step of the student network, we trained
the student discriminator to distinguish between real and fake
face images and to correctly classify the face images into
multiple facial attributes. The generator is trained to fool the
discriminator by producing better face images belonging to
the target facial attributes. Finally, the full training objective
for student network is:

LS
Disfa

= Ladv + λclsLcls (7)

LS
Genfa

= Ladv + λclsLcls + λrecLrec + λakdLakd (8)

where LS
Disfa

is the loss function that we use to optimize
the discriminator of the student network and LS

Genfa
is the

loss function used to optimize the generator of the student
network. During the training, only parameters of the student
network are optimized and the discriminator and the generator
are optimized jointly. Following StarGAN [42], we use λcls =
1, λrec = 10 in all our experiments. For λakd, we use different
values and empirically set it as 10 which gives us the best
results in the preliminary experiments for face synthesis with
5 facial attributes.

The intuition of Lakd is that knowledge involved in visual
attentions can be distilled as supervisory signals via a teacher-
student paradigm so that training of the student can be boosted.
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Fig. 5: Attention generation with conditional GANs for facial attribute translation.

Especially for those facial attributes that need to be translated
over a small region of face images, by using Lakd, our
expectation is that it can help to prevent noise from other
face areas so that the model is pushed to focus only on the
region where the facial attribute needs to be translated.

C. Pseudo-Attention Knowledge Distillation Loss as Weak
Supervision

In the previous section, we discussed how we have gener-
ated attention maps as interpretations and designed the atten-
tion distillation loss integrated with the adversarial objectives
to train the model for facial attributes translation. In this
section, we will discuss how to distill knowledge from a
teacher T network translating input face images with a set of
facial attributes to a student S network that works on a new
set of different facial attributes. Our intuition is that when
the input face images are translated to a different target facial
attribute, the regions “looked at” by the model in the input
images might be shared through different facial attributes.
For example, in order to translate an input face image to the
output images with specified facial attributes such as black
hair, blond hair or brown hair, the network is expected to
pay more attention to and edit the region corresponding to
the facial attribute “hair” in the input image so that it can
perform translations in “color”. Given these observations, in
this section, we start from generating the “pseudo”-attention
maps for facial attribute translations and present how to design
“pseudo”-attention knowledge distillation loss. Finally, we
demonstrate the advantages of using “pseudo”-attentions in
designing weak supervisory signals which can be integrated
flexibly in training a student network with AKD-GAN.

1) Training AKD-GAN with Pseudo-Attention Knowledge
Distillation: The objective is to distill knowledge using
“pseudo”-attentions as weak supervisions.

Firstly, given a set of target facial attributes c, we identified
a second set of facial attributes cpse where cpse ∈ cpse would
share spatial features on the face with a facial attribute c ∈ c.
Next, we trained a teacher Tpse network using the different
facial attributes cpse. Finally, we defined a “pseudo” attention
knowledge distillation module for training AKD-GAN using
the teacher-student paradigm.

While training the student network using c as target fa-
cial attributes, we generated attention maps and proposed

the “pseudo” attention knowledge distillation loss to distill
knowledge from the teacher network to the student network.
Specifically, given an input face image x ∈ x and a target
facial attribute c ∈ c, we generated the attention maps
using the method in Section III-A. For the teacher network
trained with cpse, the class score ycpse is backpropagated
as usual to calculate the facial attribute attention map as
Afa,cpse

Tpse
= ReLU

(∑n
k=1 α

cpse

k Fk

)
. For the student network

trained to translate to different facial attributes c, the attention
for the student network is generated as AS

fa,c.
Thus, “pseudo”-attention maps are obtained as Afa,cpse

Tpse

from the teacher network and AS
fa,c from the student net-

work, respectively. Since our goal is to train the student
network to translate input face images to target facial attributes
c, while the supervisions via the knowledge distillation are de-
fined with different facial attributes cpse, we call the attentions
obtained in this way “pseudo”-attentions. Finally, the attention
knowledge distillation loss Lpse

akd employed to train AKD-GAN
with “pseudo”-attentions is calculated as:

Lpse
akd = Ex,c[∥ Afa,cpse

Tpse
(x, cpse)−Afa,c

S (x, c) ∥] (9)

The training objective of discriminator is the same as
Equation 2 and the objective of generator in student network
is:

LS
Genfa

= Ladv + λclsLcls + λrecLrec + λpse
akdL

pse
akd (10)

TABLE I: Number of parameters of different generators.

AKD-GAN Model Design Number of parameters
Teacher (T), Student (S) 8.4 Million

Lightweight Student (Lite-S) 1.2 Million

IV. EXPERIMENTS AND RESULTS

A. Experimental Settings

We present experiments using two different settings to train
the AKD-GAN: (a) we train the student network to translate a
set of facial attributes and distill knowledge using the attention
maps calculated from a teacher network trained on the same
set of attributes, (b) we train the student network to translate a
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Fig. 6: Attention maps used by the proposed attention knowl-
edge distillation for facial attributes translation.

set of facial attributes and distill knowledge using the pseudo-
attention maps calculated from a teacher network trained on a
set of different facial attributes.

In each experimental setting, firstly we train the teacher net-
work which shares the same architecture design as StarGAN.
Then, we train the student by distilling attention knowledge
from the last residual block of the pre-trained teacher network
to the last residual block of student networks in all experi-
ments. More in detail, we experimented with student networks
having different model complexity: (a) a student network (S)
that shares the same architecture design as the teacher network,
(b) a lightweight student (Lite-S) network which is a lighter
and pruned network.

In the lightweight student (Lite-S) network, we reduced
feature map dimensions and the number of residual blocks,
obtaining a much lighter network: the number of feature
maps in each layer is one half that of each layer of the
teacher generator (e.g., from 64 to 32 feature maps in the
first convolutional layer of of (Lite-S). Besides, there are only
3 residual blocks instead of 6. Table I shows the number
of parameters of generators in the teacher (T), the student
network (S) and the lightweight student network (Lite-S).

In all experiments, only the parameters of student network
are optimized during the training and only the student network
is utilized during evaluation.

B. Datasets

CelebA: The core experiments were performed using the
CelebA dataset [49], which is a large-scale facial attributes
dataset with more than 200,000 images and 40 attributes.
Facial attributes were also well suited to prove the efficacy
of our system, since, in order to correctly translate the input
face images to outputs, the network needs to learn spatial
information on the human face precisely and visual attentions

can acquire this kind of information, especially for small,
localized attribute.
RaFD: This dataset [50] includes 8,000 images divided in 8
emotional expressions.

Following [42], in all experiments, input images are cropped
and resized to 128× 128.

C. Metrics

The classification accuracy of translation is used as the main
evaluation metric to evaluate the performance of translating
target facial attributes over input face images. To elaborate,
we use the training set of each dataset to train a deep attribute
classification model (ResNet50 [52]) for the facial attributes
to be translated and take the generated face image with target
facial attributes as the input to the classifier and calculate
classification results. It is noted that the classifier we used for
evaluation only saw training samples and never saw testing
samples. On the CelebA dataset, the classification model
achieves an accuracy of 91.3% for all facial attributes on the
test set. On the RaFD dataset, the classification model achieves
an accuracy of 98.9% for all facial expressions. In addition,
we resort to use another alternative measure Fréchet Inception
Distance [53] to evaluate the image quality.

D. Visualizing Attentions in Conditional GANs

Examples of visual attention maps for facial attributes
translation on the CelebA dataset are shown in Fig. 6. The
generated attention maps are utilized to develop our attention
knowledge distillation loss (see Section III-B and Equation 6)
and “pseudo”-attention knowledge distillation loss (see Sec-
tion III-C and Equation 9) for face synthesis with facial
attributes translation. As an example of a comparison, we
generate attention maps from style transfer models (see Fig. 1
in the supplementary materials) which target on different tasks
from ours and these differences are discussed in Section II.
In Fig. 6, each triplet of images consists of an input face
image, a translated face image and the corresponding attention
maps. These attention maps indicate spatial features where the
conditional generative models focus on when performing the
facial attribute translation. For example, “face” is highlighted
precisely when the facial attribute Pale Skin is used as the
target for translation. In addition, for small attributes, like
Mustache and Eyeglasses, attention maps can localize their
spatial areas over the input face images accurately.

It is observed that there are green color artifacts in the gen-
erated face images (see Fig. 6). They represent a limitation of
the state-of-the-art networks in generating realistic texture. We
adopted the network designs of StarGAN and we visualized
interpretations with attention maps that are obtained directly
from StarGAN’s generated images. They may be caused by the
group of deconvolutional layers in the decoder of the generator.
Another reason can lie in the low-resolution data used for
this task. Face images are 128 × 128 and contain rich facial
attributes. This poses challenges in synthesizing face images
with certain facial attributes translated while maintaining the
rest of the face untouched. In the future work, a solution
to limit these artifacts would be to replace deconvolutional
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TABLE II: Quantitative comparisons in classification accuracy between the proposed method (AKD-GAN) and state-of-art
methods for generated face images over various facial attributes. The bold results represent the best results. Inference in
AKD-GAN is performed using only the generator of the student network.

Methods Interpretations Blond
Hair ↑ Goatee ↑ Eyeglasses ↑ Heavy

Makeup ↑
Pale

Skin ↑
ACGAN [51] ✗ 73.2% 53.2% 95.6% 60.8% 83%
RelGAN [45] ✗ 57.31% 65.35% 97.87% 47.54% 52.56%
AttGAN [43] ✗ 35.53% 56.90% 98.23% 55.63% 80.22%
STGAN [46] ✗ 75.38% 68.22% 95.83% 34.44% 71.78%

StarGAN [42](baseline) ✗ 80.94% 64.54% 99.10% 86.27% 79.66%
StarGAN [42](double iterations) ✗ 83.68% 71.22% 98.82% 65.57% 83.06%

AKD-GAN
(Ours) ✓ 86.02% 74.45% 99.48% 91.47% 88.32%

Interpretations Brown
Hair ↑

Bushy
Eyebrows ↑

Wear
Hat ↑

Wear
Lipstick ↑

Pointy
Nose ↑

ACGAN [51] ✗ 76.5% 90.2% 74.4% 61.9% 77.6%
RelGAN [45] ✗ 35.20% 62.86% 48.78% 49.29% 20.68%
AttGAN [43] ✗ 48.38% 72.37% 20.23% 65.35% 50.99%
STGAN [46] ✗ 87.33% 88.25% 35.61% 41.09% 59.61%

StarGAN [42](baseline) ✗ 75.10% 95.60% 79.66% 95.92% 82.44%
StarGAN[42](double iterations) ✗ 75.22% 87.30% 92.89% 98.00% 88.24%

AKD-GAN
(Ours) ✓ 92.71% 97.04% 92.89% 98.00% 88.24%

layers with convolutional layers and interpolation operations.
Another empirical solution would be to design the model
and training schemes by introducing ideas of the progressive
GANs [54].

E. Attention Knowledge Distillation for Face Synthesis with
Facial Attributes Translation

We first conducted experiments by training the proposed
AKD-GAN with a standard teacher-student paradigm, ex-
pecting improved performance of student network on facial
attributes translation. Moreover, we trained our AKD-GAN by
using a light-weight student network where model complexity
is reduced significantly, to further evaluate the capability of
the attention knowledge distillation module in improving an
even smaller model performance. Experiments are conducted
on the CelebA dataset.

1) AKD-GAN with Teacher and Student Networks: In the
first set of experiments the objective is to use visual attention
to distill knowledge from a teacher T network to a student
S network (see top two rows in Fig. 4) to improve the
performance of student model for facial attribute translation.

We trained the AKD-GAN to translate various facial at-
tributes including blond hair, goatee, eyeglasses, pale skin,
etc. We present both quantitative and qualitative results in the
following paragraphs. As introduced in Sec. IV-A, our AKD-
GAN is built upon StarGAN which, for this reason, is the
baseline method. We also tested and compared results with
ACGAN [51], AttGAN [43] RelGAN [45] and STGAN [46].
Quantitative Results. Quantitative comparisons of facial at-
tributes classification accuracy are shown in Table II. We used
the synthesised face images outputted from the generator in
the student network to calculate the classification accuracy
of translated images of each facial attribute to evaluate the

TABLE III: Quantitative comparisons in FID score between
the proposed AKD-GAN and state-of-the-art methods for
generated face images over various facial attributes. The bold
and underlined results represent the best and the second best
results respectively.

Methods Interpretations Blond
Hair ↓ Goatee ↓ Heavy

Makeup ↓
Brown
Hair ↓

ACGAN [51] ✗ 42.77 71.29 33.62 29.19
RelGAN [45] ✗ 29.04 28.34 40.25 18.1
AttGAN [43] ✗ 36.13 61.48 29.27 19.13
STGAN [46] ✗ 34.5 49.04 36.8 19.53
StarGAN [42]

(baseline) ✗ 34.87 52.89 62.44 23.51

AKD-GAN
(Ours) ✓ 30.03 50.87 21.72 19.63

Methods Interpretations Bushy
Eyebrows ↓

Wear
Hat ↓

Wear
Lipstick ↓

Pointy
Nose ↓

ACGAN [51] ✗ 33.78 100.47 33.95 27.93
RelGAN [45] ✗ 25.52 90.18 34.17 18.53
AttGAN [43] ✗ 27 100.15 25.43 20.83
STGAN [46] ✗ 23.35 118.65 36.06 16.83
StarGAN [42]

(baseline) ✗ 30.92 90.337 23.81 21.53

AKD-GAN
(Ours) ✓ 28.36 79.24 21.29 19.48

quality of translations that are made to the input face images.
From the Table II, it can be observed that the proposed AKD-
GAN model trained with attention knowledge distillation loss
outperforms all other methods in translating facial attributes in
terms of classification accuracy, which proves the effectiveness
of our model in translating facial attributes over input faces.

Next, we calculated the FID score using translated face
images of each attribute and the results are shown in Table
III. Compared with the baseline method, StarGAN, our frame-
work can consistently obtain better quality of face images
after translating facial attributes over inputs, which validates
that visual attention can help to improve facial attributes
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Fig. 7: Comparisons of qualitative results between the baseline method (StarGAN [42]) and the proposed AKD-GAN.
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Fig. 8: Comparisons of qualitative results between the
STGAN [46] and the proposed AKD-GAN.

translations as well as image generation. Compared with the
state-of-the-art methods, our method can achieve competitive
performance in synthesizing face images with target facial
attributes. In particular, for facial attributes heavy makeup,
wear hat and wear lipstick, our method can obtain the best
quality of generated face images by large margins.

Given the above observations, it is shown that our method
with knowledge distillation loss, which is derived from atten-
tion interpretations, can achieve high performance in trans-

lating facial attributes over the face images. Meanwhile, our
method can generate face images by translating facial at-
tributes with competitive performance.
Qualitative Results. Collections of qualitative results between
the proposed framework and the baseline method StarGAN are
shown in Fig. 7. Each triplet presents the input face image,
the generated result from StarGAN [42] and the result from
the proposed method, AKD-GAN. Indeed, in face images
that are generated from the proposed AKD-GAN, target facial
attributes are applied much more strongly over the input. In
addition, for the facial attributes that require precise spatial
localizations for translations, (e.g. eyeglasses and smiling),
AKD-GAN gives more convincing results. Furthermore, it
is observed that results from the AKD-GAN are less noisy
and with fewer artifacts. For example, in the first triplet of
the first row of Fig. 7, the attribute blond hair is applied
very convincingly while still maintaining the original face
characteristics; in the second triplet of the last row of Fig. 7,
the attribute pale skin is applied well with fewer artifacts.

In addition, Fig. 8 presents collections of qualitative com-
parisons between the proposed method and the STGAN [46].
It can be observed that our method generates face images
with target facial attributes applied better than STGAN, in
particular, for facial attributes mustache, eyeglasses, etc.

2) Empirical Observations on Bias Removal in Facial At-
tributes Translation: An observation that often occurs in facial
attributes translation given a certain dataset, e.g., CelebA,
is to find some kind of correlation between attributes (a
phenomenon often increased by datasets bias). This means that
when translating a certain attribute, other undesired attributes
will be translated as well. A clear example is represented by
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Input StarGAN

AKD-GAN 

(Ours) Input StarGAN

AKD-GAN 

(Ours)

Fig. 9: Generated face images of the facial attribute Bald using
StarGAN and our method AKD-GAN. AKD-GAN does not
change the gender of the input image.

TABLE IV: Percentage of gender misclassification for gener-
ated face images with target attributes Bald and Lipstick.

Methods Female misclassified as Male
(Attribute: Bald) ↓

Male misclassified as Female
(Attribute: Lipstick) ↓

StarGAN
(Baseline) 97.72% 88.11%

AKD-GAN
(Ours) 50.97% 83.60%

the Bald attribute which can only be found in face images
of the gender-“male” in the dataset. This means that a facial
attribute translation model (like StarGAN) will likely turn
each input image into a face image with the gender-“male”
when applying the Bald facial attribute since it has learned to
correlate that attribute with a specific gender.

None of existing works [42], [43], [45], [46] has discussed
this phenomenon, while, we argue that it is an important
problem and attention should be paid to it. We conduct
experiments to evaluate the model performance in mitigating
biases on facial attribute translations. Firstly, we use face
images in the training set to fine-tune a classifier for face
images with attributes Male and Female. Secondly, we use
only face images with the attribute Female in AKD-GAN
and StarGAN to translate input face images to the output
with the attribute Bald. Finally, to fairly evaluate the model
performance in generating unbiased face images, the afore-
mentioned classifier is used to distinguish if the translated face
images have maintained the correct Female attribute during the
translation. Table IV shows the classification errors of Female
images being classified as Male. It demonstrates that existing
state-of-the-art method StarGAN [42] caused an error of over
97%, which means genders of generated face images have
largely changed and the facial attribute translation process is
completely biased. The classification error can be reduced to
around 51% by using the proposed AKD-GAN, which proves
the capability of the proposed method in eliminating biases
for facial attribute translation (by concentrating only on the
image parts of interest). Furthermore, a visual comparison is
presented in Fig. 9 where it is clear how our method does
not change the gender of the input face images during the
translation. In addition, a dual experiment has been conducted

TABLE V: Distributions of facial attributes Bald and Wearing
Lipstick in the CelebA dataset.

Bald Lipstick Male Female
%

in CelebA 2.2% 47.24% %
in CelebA 41.6% 58.4%

Male/
Female 99.6%/0.4% 99.4%/0.6% Bald/

Lipstick 99.6%/0.4% 99.4%/0.6%

Fig. 10: Collection of comparisons between qualitative results
obtained from the lightweight student (Lite-S) without using
the loss Lakd and results obtained when training (Lite-S) with
the Lakd proposed in AKD-GAN.

in order to generate males with attribute Lipstick which is
uncommon in the dataset. The results (presented in last column
of Table IV) further confirm the efficacy of our method.

Nevertheless, improvements of Bald and Wearing Lipstick
are different and we argue that they are related to the signif-
icant different distributions of face images with these facial
attributes in the dataset. Table V shows that, (i) over 99%
of images with the Bald facial attribute are males (ii) over
99% of images with the Wearing Lipstick are females (iii) the
Bald class is very underrepresented in the dataset. In addition,
Table V shows how (i) a large portion of female face images
have the attribute Wearing Lipstick internally, while, (ii) only
a small portion of male images have the attribute Bald.

As a consequence of all these observations, for the Bald
attribute, even if for the generator it is difficult to apply it
over female images, its entanglement with the attribute Male
is less strong due to a higher number of male images that
are not bald. For this reason, localizing the facial attribute for
translation using the proposed attention knowledge distillation
greatly boosts the performance of generating face images of
the Bald facial attribute effectively and empirical observations
showed the bias mitigation during face image synthesis. Since
the percentage of images with the Wearing Lipstick facial
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TABLE VI: Classification results and overall FID scores over different facial attributes. The bold results represent the best
results between the lightweight student network (Lite-S) trained without and with attention distillation loss, respectively.

Methods Blond
Hair ↑ Mustache ↑ Goatee ↑ Eyeglasses ↑ Rosy

Cheeks ↑
Pale

Skin ↑
Heavy

Makeup ↑ Mean ↑ Overall
FID ↓

Lite-S w/o akd loss (Baseline) 75.46% 24.71% 51.38% 56.48% 30.59% 67.14% 94.78% 57.22% 21.48
Lite-S with akd loss (Ours) 77.81% 24.87% 48.46% 62.65% 35.40% 70.90% 96.25% 59.47% 21.02

attribute is much higher in the dataset, and almost every female
image has this attribute, the attribute is much more entangled
with the gender and, therefore, the bias is more difficult to
mitigate.

We have observed that biases exist as part of the dataset
itself. We proposed two potential ways to further tackle this
issue in the future. First, one possible way would be to bring
external data in order to help mitigate biases in training the
model. The external data could be from an extra dataset or
data generated by data augmentation tools. Second, another
possible way would be to design an online training strategy
which enables the model to reject samples with strong biases,
especially at the beginning of the training, and accept samples
with biases progressively after the model has been trained
stably. Our expectation is that the model can be trained without
introducing biased data at the beginning, and then trained with
introducing biased data to increase the diversity of the data and
improve model generalizability.
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Fig. 11: “Pseudo”-attention maps generated for facial attribute
translation targeting two different sets of attributes.

3) AKD-GAN with the Teacher Network and Lightweight
Student Network: In this set of experiments the objective is to
use visual attentions to distill attention knowledge between a
teacher T and a smaller, lightweight student (Lite-S) network.
Our expectation is that reduced complexity of model can
be remedied by attention knowledge distillation. The models
were trained to translate different facial attributes: goatee, rosy
cheeks, eyeglasses, mustache, blond hair, etc. We present both
quantitative and qualitative results in following paragraphs.
Qualitative Results. Qualitative results are presented in Fig.
10. Thanks to the contribution of the proposed attention knowl-
edge distillation loss in AKD-GAN, target facial attributes
are applied much more strongly to the input face images.
This is particularly true for blond hair, rosy checks, mustache
and pale skin whose application was unsatisfactory in the
lightweight student without attention knowledge distillation
loss. Moreover, target facial attributes of eyeglasses and heavy
makeup are applied more convincingly to the input images.
Finally, some undesired changes that can happen during the
translation of certain facial attributes are less frequent. More
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Fig. 12: Qualitative results of AKD-GAN with “pseudo”-
attention maps.

specifically, when translating some facial attributes related to
one particular gender, i.e. goatee, it can happen that gender
is also translated in the output image, while, as discussed in
Sec. IV-E2, this effect is greatly reduced thanks to attention
knowledge distillation.

Quantitative Results. Quantitative results are shown in Table
VI. First of all, the classification accuracy of synthesized face
images of each facial attribute is calculated using the pre-
trained deep attribute classifier. Then, we also calculated the
overall FID score for the synthesized face images for image
quality evaluation.

Looking at the classification results, the lightweight student
model (Lite-S) trained with attention distillation loss in AKD-
GAN outperforms the one trained without attention distillation
loss demonstrating the effectiveness of our approach. Regard-
less, distilling the attention knowledge with attention maps
has shown its advantages in improving the performance of
a lightweight network without altering the network design,
demonstrating that visual attention serves more purpose than
just visualization and can be used during training with success.

Regarding the overall FID score, the lightweight student
model trained with attention distillation loss shows a slight
boost in visual quality over the one trained without attention
distillation loss but with a superior ability in translating the
facial attributes.
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TABLE VII: Classification accuracy and the overall FID scores over a group of different facial attributes using AKD-GAN
with “pseudo”-attention knowledge distillation loss. The bold results represent the best results.

Methods Teacher Attributes: Brown
Hair

Rosy
Cheeks

Pointy
Nose

Arched
Eyebrows

Big
Lips

Big
Nose Overall

FID ↓
Student Attributes: Black

Hair ↑
High

Cheekbones ↑
Big

Nose ↑
Bushy

Eyebrows ↑
Wear

Lipstick ↑
Pointy
Nose ↑

AKD-GAN (Ours) “pseudo”-attention
knowledge distillation 88.30% 95.92% 94.66% 96.97% 97.60% 84.8% 14.34

StarGAN [42]
(Baseline) No distillation 94.28% 94.92% 91.43% 95.6% 95.92% 82.44% 18.43

F. Pseudo-Attention Knowledge Distillation for Face Synthesis
with Facial Attributes Translation

We present “pseudo”-attention knowledge distillation exper-
imental results under different teacher-student designs in the
proposed framework AKD-GAN.

TABLE VIII: Classification accuracy over different “hair
color” attributes using AKD-GAN with attention knowledge
distillation loss. The bold results represent the best results.

Methods Teacher Attribute: Blond Hair

Student Attributes: Blond
Hair ↑

Brown
Hair ↑

Gray
Hair ↑

AKD-GAN
(Ours)

“pseudo”-attention
knowledge distillation 86.02% 88.59% 89.46%

Teacher Attribute: Black Hair
AKD-GAN

(Ours)
“pseudo”-attention

knowledge distillation 84.89% 89.59% 77.33%

StarGAN [42]
(Baseline) No distillation 80.94% 86.50% 76.94%

1) “Pseudo”-attention Knowledge Distillation with the
Teacher and Student: We first visualize attention maps for
facial attribute translation from the models (Tpse and T )
trained for different attributes (cpse and c) in Fig. 11. The
top row shows attention maps generated from the model
trained on a set of facial attributes cpse (wearing hat and
black hair for instance), while the bottom row shows attention
maps generated from another model trained on a set of facial
attributes c (bald and brown hair). It is evident that attention
maps (last column) of each pair of facial attributes (wearing
hat vs. bald and black hair vs. brown hair) share some spatial
features in the input face images. This provides a strong
evidence that it is possible to distill knowledge by defining
and using “pseudo”-attentions from a teacher network to a
student network for learning a new set of facial attributes.

We conducted experiments with AKD-GAN for facial at-
tributes translation by using the proposed “pseudo”-attention
knowledge distillation module. Firstly, we train one teacher
model (Tpse) to translate input face images to facial attributes
(cpse) that are black hair, arched eyebrows, big lips, and big
nose, etc. Secondly, we trained the student network (S) with
AKD-GAN to translate input face images to different facial at-
tributes (c) that are brown hair, bushy eyebrows, wear lipstick
and pointy nose, etc., with the proposed “pseudo”-attention
knowledge distillation loss. The attention maps generated on
the student network are the so-called “pseudo”-attentions and
“pseudo”-attention knowledge distillation loss is calculated as
a weak supervisory signals for training the student network.

Quantitative Results. Quantitative results are presented in
Table VII. Classification accuracy of synthesized face images
of each attribute is calculated to evaluate the performance
of the translation over face images with each target facial
attributes and overall FID score is calculated to evaluate
the quality of synthesized face images. From the results in
Table VII, the proposed AKD-GAN trained with attention
knowledge distillation loss using “pseudo”-attentions can con-
sistently improve the translation of facial attributes and the
quality of generated face images with target facial attributes.

It is observed that, when facial attributes are related to
hair colors, e.g., blond hair, brown hair, etc. our teacher
model can be trained on just one of them and be used
to distill attention knowledge for all the others. To further
show that, in Table. VIII, we use the proposed pseudo-
attention knowledge distillation to train two additional ex-
periments: (a) to distill attention knowledge from the teacher
trained on facial attribute “Blond Hair” to different attributes,
i.e., “Blond Hair”, “Brown Hair” and “Gray Hair”, respec-
tively. (b) do the same things as in (a) but training the teacher
using “Black Hair”. It can be seen that “pseudo”-attention
knowledge distillation module can consistently improve model
performance by distilling attention knowledge from one facial
attribute to a group of different attributes.

Input Image Lite-S w/o 
akd loss

AKD-GAN Lite-S
(Ours) Input Image Lite-S w/o 
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Fig. 13: Qualitative results obtained from the lightweight stu-
dent (Lite-S) trained with and without the proposed “pseudo”-
attention distillation loss.

Qualitative Results. Sample synthesized face images are pre-
sented in Fig. 12. We can see that the results of the proposed
AKD-GAN with “pseudo”-attention knowledge distillation
loss can generate better facial attributes than the state-of-art
method StarGAN [42]. This is particularly evident when the
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translation appears in only a small region of the input face
image.

TABLE IX: Classification results and the overall FID scores
over different facial attributes for generated face images
from the lightweight student network (Lite-S) trained using
“pseudo”-attention distillation loss.
hhhhhhhhhhhhhhhhhMethods

Target Attributes: Brown
Hair ↑

Gray
Hair ↑ Bald ↑ Straight

Hair ↑
Avg.

Accuracy ↑
Overall
FID ↓

Lite-S w/o akd
loss (Baseline) 79.16% 32.46% 8.03% 56.48% 44.03% 27.02

Lite-S with
akd loss (Ours) 82.77% 32.66% 12.43% 86.13% 53.5% 24.72

2) “Pseudo”-attention Knowledge Distillation with the
Teacher and Lightweight Student: Following the similar ex-
perimental settings as in Sec. (IV-E3), the objective is to use
“pseudo”-attentions defined in Sec. III-C to distill knowledge
between a teacher T network targeting on a set of facial
attributes and a lightweight student (Lite-S) network targeting
on a different set of facial attributes. Firstly, we trained one
teacher model (Tpse) to translate input images to facial
attributes (cpse) that are black hair, blond hair, wearing hat
and wavy hair. Secondly, we trained the lightweight student
network (Lite-S) with AKD-GAN to translate input images
to different facial attributes (c) that are brown hair, gray
hair, bald and straight hair with the attention knowledge
distillation loss. Finally, “pseudo”-attentions are used to distill
knowledge between the teacher network and the lightweight
student network (Lite-S).
Qualitative Results. We present translated face images in Fig.
13. We can see that results of the lightweight student network
(Lite-S) trained with the proposed attention distillation loss are
more convincing than the outputs from the same model that
does not employ attention distillation loss. This is particularly
evident for facial attributes of brown hair, grey hair and bald.
Quantitative Results. Furthermore, the classification accuracy
of translated face images of each attribute and the overall
FID are calculated in Table IX. From results in Table IX,
the lightweight student network (Lite-S) trained with attention
distillation loss using “pseudo”-attentions outperforms the
network trained without it, which proves the effectiveness of
our approach.

G. Attention Knowledge Distillation for Face Synthesis with
Human Facial Expressions Translation

We conducted experiments by using the proposed method
AKD-GAN for human facial expressions translation on the
Radboud Faces Database (RaFD) [50] which consists of
different human facial expressions. We follow the proposed
experimental settings as in Sec. IV-E and use two different
designs for teacher-student and teacher-lightweight-student.
We use classification accuracy to evaluate the performance of
the proposed method for face synthesis with facial expressions
translation and FID scores is not calculated as an evaluation
metric since the test images in the dataset are too few.

The first experiment is conducted on 8 facial expressions
translation. Classification accuracy of synthesized face images
with different human facial expressions is presented in Ta-
ble X. Improved classification accuracy can be observed in

TABLE X: Comparisons of classification accuracy over dif-
ferent human expressions using the proposed AKD-GAN.

Methods Happy ↑ Angry ↑ Sad ↑ Contemptuous ↑ Disgusted ↑
StarGAN [42]

(Baseline) 77.25% 71.37% 66.31% 84.00% 80.00%

AKD-GAN
(Ours) 79.31% 75.63% 73.81% 84.88% 86.75%

Neutral ↑ Fearful ↑ Surprised ↑ Mean ↑
StarGAN [42]

(Baseline) 67.93% 85.18% 81.56% 76.70%

AKD-GAN
(Ours) 71.44% 86.88% 92.82% 81.44%

most facial expressions by using the proposed AKD-GAN,
especially for sad, disgusted, and surprised, which proves the
effectiveness of the proposed method on face synthesis with
human facial expression translation.

Some qualitative results of human facial expression transla-
tion on angry, disgusted, neutral, and surprised, are presented
in Fig. 14. We can see that better human facial expression
translation images are obtained by using the proposed AKD-
GAN, which validates the effectiveness of our method.
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Fig. 14: Qualitative results of human facial expression trans-
lation using AKD-GAN. Note: better views are obtained with
zooming in.

TABLE XI: Comparisons of classification results over 4 dif-
ferent human expressions using lightweight student network
(Lite-S) in AKD-GAN.

Methods Disgusted ↑ Fearful ↑ Happy ↑ Sad ↑ Mean ↑
Lite-S w/o akd loss 100.00% 95.31% 96.85% 70.57% 90.68%

Lite-S with akd loss (Ours) 100.00% 97.13% 97.91% 72.13% 91.79%

Furthermore, we conducted experiments using lightweight
student network (Lite-S). Classification results on 4 different
facial expressions, disgusted, fearful, happy and sad, on the
synthesized face images are presented in Table XI.

H. Ablation Studies

In this sub-section, we explain the design choice of using
last residual block for generating attention maps from two
perspectives: empirical observations and additional ablation
experiments. As introduced in Section I, exploiting visual
interpretations in image-to-image conditional adversarial net-
works is a fundamental step in order to improve upon them.

First, we investigate the architecture of a typical image-
conditioned cGANs, e.g., StarGAN. It consists of an encoder
followed by residual blocks, then a decoder to decode features
to images with high resolution. It is known that convolutional
layers naturally retain spatial information, so we can expect
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TABLE XII: Ablation results by using our AKD-GAN with attention maps generated from the second last and last residual
blocks for attention knowledge distillation during training.

Methods Attention Knowledge Distillation Interpretations Blond
Hair ↑ Goatee ↑ Eyeglasses ↑ Heavy

Makeup ↑
Pale

Skin ↑
AKD-GAN (Ours) ✓(second last block) ✓ 81.22% 68.53% 98.35% 86.00% 83.11%
AKD-GAN (Ours) ✓(last block) ✓ 86.02% 74.45% 99.48% 91.47% 88.32%

the last convolutional layers to have the best representation
between high-level semantics and detailed spatial informa-
tion. Therefore, in StarGAN, the encoder and residual blocks
process the input images and target attributes step by step,
then the neurons in convolutional layers of residual blocks
encode semantic and spatial information of the input images
and target attributes, outputting feature representations for the
decoder. We streamline the attention generation by using the
gradient information flowing into the last residual blocks of
the generator for a particular facial attributes translation of
interest.

Second, this design choice is supported by preliminary
experimental observations shown in Fig. 2, where we present
visual attention maps extracted from different residual blocks.
The produced attention maps highlight the spatial information
of features, where the generator focuses on a certain facial
attribute and allow us to identify which layers in the generator
are more devoted to the facial attributes translation task.
The most refined attention can be seen in the last residual
block (highlighted in red). This is a crucial observation for
the development of our system, since it motivates us to
derive the proposed attention knowledge distillation with the
attention maps extracted from the last residual block. We argue
that the attention maps extracted from previous layers are
more noisy and deriving attention knowledge distillation using
these attention maps would mislead the model training. The
designed experiments given in previous sections and described
below validate our proposed system.

We present ablation experimental results on CelebA dataset
in Table XII by using the proposed AKD-GAN with the at-
tention knowledge distillation but attention maps are generated
from the second last residual blocks and compare them with
the AKD-GAN trained with attention knowledge distillation
and attention maps generated from the last residual blocks.
From Table XII, it can be observed that using attention maps
generated from the second last residual blocks for attention
knowledge distillation gives worse performance than using
attention maps generated from the last residual blocks. Given
the attention maps shown in Fig. 2, we argue that the main
reason for this is that the attention maps generated from
the second last residual blocks contain inaccurate spatial
information which would mislead the model training if these
attention maps are used for attention knowledge distillation.

V. CONCLUSIONS

We streamlined the generation of visual interpretations
by means of gradient-based attention mechanisms for facial
attribute translation on the conditional generative adversarial
networks and showed how they can be used during training to
improve the performance of generative models. We developed

a novel system called AKD-GAN where a teacher network
distills its knowledge via visual attentions to a student network
by proposing an attention knowledge distillation loss in order
to train the student network to generate better face images.

We experimented with the proposed novel method with
various system design implementations, including the teacher-
student paradigms with different model complexities in student
networks and attention knowledge distillation using full self-
supervision and weak supervision for model training. We
showed the effectiveness of the system in removing biases in
the attribute generation. Finally, we evaluated the proposed
framework on the widely used public face image datasets
CelebA and human expression dataset RaFD, demonstrating
with both quantitative and qualitative results the effectiveness
of the approach for diverse applications.

The proposed face synthesis with facial attributes
translation can be applied in a wide range of computer vision
and biometrics tasks, such as attribute-based recognition
and identification, etc. Also, it can be applied as a powerful
data augmentation tool by using synthesized face images
with various facial attributes for multi-purposes usage,
including large-scale training for deep models, adversarial
attacks. etc. Besides, face images synthesized with various
facial attributes can be potentially applied for disguised and
concealed identity recognition. In addition, generating better
face images with target attributes will have the potential
impact for the entertainment industry and also for digital
art. Finally, synthesizing facial attributes in videos for video
generation in real time will be an interesting future work.
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