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a b s t r a c t

The complex dynamics of a two-trophic chain are investigated. The chain is de-
scribed by a general predator–prey system, in which the prey growth rate and the
trophic interaction functions are defined only by some properties determining their
shapes. To account for undercrowding phenomena, the prey growth function is as-
sumed to model a strong Allee effect; to simulate the predator interference during
the predation process, the trophic function is assumed predator-dependent. A stabil-
ity analysis of the system is performed, using the predation efficiency and a measure
of the predator interference as bifurcation parameters. The admissible scenarios are
much richer than in the case of prey-dependent trophic functions, investigated in
Buffoni et al. (2011). General conditions for the number of equilibria, for the exis-
tence and stability of extinction and coexistence equilibrium states are determined,
and the bifurcations exhibited by the system are investigated. Numerical results il-
lustrate the qualitative behaviours of the system, in particular the presence of limit
cycles, of global bifurcations and of bistability situations.

© 2015 Published by Elsevier Ltd.

1

1. Introduction2

This paper deals with the dynamics of a predator–prey system described in terms of a lumped parameter3

model [1,2], in which the demographic structure of the populations is neglected, in particular the stage4

structure for insects and mites (eggs, larvae, pupae, adults). Thus, the predator and prey populations may5

be characterized by just one state variable, representing their abundance in terms of biomass/spatial unit.6

Moreover, we assume a limited and controlled environment (for instance a greenhouse, in which temperature7

and humidity are maintained approximately constant) so that we can consider time independent bioecological8

parameters, and neglect the spatial distribution of the individuals.9
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In this framework, the local dynamics of a predator–prey system are mainly characterized by the formu-
lations of the prey growth rate, in absence of predators, and of the prey consumption rate by predators. Let
these rate be expressed as

prey growth rate = XG(X),
prey consumption rate = Y F (X,Y ),

where X and Y are prey and predator abundances. The model functions G(X) and F (X,Y ) are specific rates 1

and their shapes determine the type of prey growth and predation processes, respectively. They strongly 2

depend on the basic assumptions made on the bioecological processes to be simulated and their shape is 3

often unknown, thus only some of their qualitative properties can be specified. The main purpose of this 4

work is to investigate the dynamical behaviours of a predator–prey system, when the model functions de- 5

scribing the biological processes occurring in the considered trophic chain are not specified by analytical 6

expressions, but by some characteristic properties determining their shapes. It will be shown that this is 7

feasible for the existence and stability analysis of the equilibrium states of the system: indeed, existence 8

and stability conditions of the equilibrium states can be established in a general framework in terms of 9

some crucial parameters. Unfortunately, the stability analysis of limit cycles cannot be easily performed 10

following this general approach, and the model functions have to be specified to go further in the qualitative 11

analysis. 12

The general properties of G(X) and F (X,Y ) assumed in this work are here enlightened. We will consider 13

non-monotonic G(X) accounting for undercrowding and extinction phenomena, suitable to model a strong 14

Allee effect (see for instance [3–8]). G(X) should be negative and increasing for sufficiently small X; positive 15

between K−, referred to as the minimum population size ([9]; [10], p. 275), and K+, often referred to as the 16

carrying capacity of the environment [11, p. 26]; negative and non-increasing for sufficiently large X. A brief 17

review of the formulations of the prey growth rate in the development of predator–prey theory, together 18

with analytical expressions of G(X) proposed in the literature and used in the applications to simulate both 19

strong and weak Allee effects, can be found for instance in [12]. 20

F (X,Y ) is called the trophic function and describes the predator functional response to prey abun- 21

dance [11, p. 80]. It was introduced in predator–prey models to take into account the saturation limiting 22

the predation process. To have a biologically meaningful interpretation some qualitative assumptions on 23

F (X,Y ) about the dependence on X and Y have to be required: 24

F (X,Y ) > 0 X > 0, Y ≥ 0, F (0, Y ) = 0, lim
X→+∞

F (X,Y ) < +∞ 25

∂F

∂X
> 0, ∂F

∂Y
< 0. 26

At first, the trophic function was assumed to be dependent only on prey abundance ([13–16] and
∧

27

[11, p. 109–112]). Moreover, the Holling-type II [14] or the Ivlev type [15,16] models were introduced to 28

simulate the saturation effect of the predation process. This formulation of F only in terms of X gives rise 29

to the “paradoxes of enrichment and biological control” [17–19], and it is unable to generate the outcome 30

of the extinction of the two populations [17] without taking into account a strong Allee effect in the prey 31

growth [20]. 32

Later, the notion of per-capita availability of food was introduced. It was suggested that the trophic 33

function should be expressed in terms of the ratio X/Y of prey to predator abundance [17,19,21]: 34

F (X,Y ) = bf(PX/Y ), (1) 35

where b is the maximum prey consumption rate and P is referred to as the efficiency of the predation process. 36

This formulation solves the above-mentioned paradoxes, and in addition allows to describe experimental 37

observations, in particular the extinction of predator or both prey and predator populations, without 38
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resorting to the Allee effect. However, in this approach the trophic function has a singularity in the origin1

X = 0, Y = 0. This problem is solved by some authors by the blow-up method [22] or by a time rescaling [23].2

Some other authors [24] modified the ratio X/Y by adding a small constant A in the denominator, so that3

they wrote f(PX/(Y + A)), and this trick [24] “. . . would alleviate the problem. Although this addition4

may appear difficult to justify biologically, Gutierrez [21] used an exponent of this form in his functional5

response term” of Ivlev type. It is worth noticing that the total extinction is a possible outcome when6

A = 0, while it cannot be obtained with this non-singular trophic function for any A > 0, as treated7

in detail in [25]. The efficiency P in (1) is assumed to be constant by some authors in their models
∧

8

[17,22,19]. On the other hand, it could be assumed predator-dependent [26–29]: P (Y ) has to increase9

with Y , with a saturation effect for increasing Y due to the predator interference during foraging, and10

P (Y )/Y has to decrease with Y to satisfy ∂F/∂Y < 0. Note that, under the assumption that P (Y ) ∝ Y11

as Y → 0, the trophic function is no more singular in the origin. Different formulations have been proposed12

in the literature for f(P (Y )X/Y ). Gutierrez et al. [29] proposed an Ivlev-type formulation for both f(·)13

and P (·), while Beddington, DeAngelis and coauthors [26–28,30] proposed a Holling-type II for both f(·)14

and P (·).15

In this paper we will study a predator–prey model which includes a strong Allee effect in the prey growth16

and a predator-dependent trophic function given by17

F (X,Y ) = bf

(
P0X

K0 +H0Y

)
, (2)18

where K0 is a reference biomass, P0 and H0 are adimensional parameters: P0 denotes the predation efficiency19

and H0 is a measure of the predator interference process. Regarding the trophic function f(·), we prefer,20

until it is feasible, to introduce just one argument, instead of using a two-arguments function; this allows us21

to formulate its properties in a more concise form.22

The paper is organized as follows. In Section 2 the basic assumptions and equations for the local dynamics23

of a predator–prey system are presented: the equations are written in terms of the adimensional variables24

X/K+ and Y/K+, the growth of the prey takes into account a strong Allee effect, and the interactions25

between prey and predator are determined by a trophic function as in (2). In Section 3 the stability properties26

of the non-coexistence equilibrium states are summarized. In Sections 4 and 5 an existence and stability27

analysis of the coexistence equilibrium states is performed: parameters related to P0 and H0 will be assumed28

as bifurcation ones. In Section 6 results of numerical simulations, obtained for some concrete realization of29

the model functions, are presented to illustrate the behaviours of the system. Such results confirm analytical30

predictions and throw light on some aspects of the dynamics of the system. In Section 7 some concluding31

remarks can be found and results are commented on with reference to the existing literature. For the readers’32

convenience, the symbols used in this paper have been collected in Appendix A; in Appendix B details on33

some crucial parameters can be found and in Appendix C technical details of the stability analysis of34

coexistence equilibrium states are reported.35

2. Basic assumptions and model equations36

Let37

x = X

K+ , y = Y

K+ , p = P0
K+

K0
, h = H0

K+

K0
.38

Then, setting the prey growth rate G = rxg(x), where rx is the maximum specific growth rate of the prey,39

and taking into account the expression (2) for the trophic function, the balance equations for the local40
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dynamics of the two trophic levels in a controlled environment are written as 1

dx

dt
= rxxg (x)− byf

(
px

1 + hy

)
dy

dt
= cbyf

(
px

1 + hy

)
−my

x(0) = x̃, y(0) = ỹ,

(3) 2

where b, m are specific rates, c is a conversion factor, and p and h are adimensional parameters referred to 3

as predation efficiency and predator interference during the predation process. The functions g(·) and f(·) 4

should satisfy some regularity and general assumptions dictated by biological considerations. It is assumed 5

that 6

∃ε : 0 < ε < 1, g(ε) = g(1) = 0; g(s)(s− ε)(1− s) > 0, s 6= ε, 1; (4) 7

f(0) = 0, lim
s→+∞

f(s) = 1, f ′(s) > 0, s > 0. (5) 8

The parameter ε is the ratio between minimum and maximum population size 9

ε = K−/K+. 10

Hereafter the prime indicates the derivative with respect to the argument. Moreover, some further technical 11

assumptions on the smoothness of these functions are required to limit the number of equilibrium states 12

of (3) and to make the stability analysis tractable. We will assume: (i) just one maximum when g(s) is 13

positive, (ii) just one inflection point of sg(s) when g(s) is positive and increasing, (iii) a weaker than 14

negative convexity when g(s) is positive and decreasing and (iv) a weaker than negative convexity for f(s). 15

These conditions can be written as 16

∃ ξ0 : ε < ξ0 < 1, g(ξ0) = 1, g′(ξ0) = 0; g′(s)(ξ0 − s) > 0, ε < s < 1, s 6= ξ0; (6) 17

∃ η0 : ε < η0 < ξ0, [sg(s)]′′s=η0
= 0; [sg(s)]′′ (η0 − s) > 0, ε < s < ξ0, s 6= η0; (7) 18

[sg′(s)]′ < 0, ξ0 < s ≤ 1; (8) 19[
f(s)
s

]′
< 0, s > 0. (9) 20

The required properties (4)–(9) are fulfilled for instance by the following model functions, widely used in
literature (see references in [12]):

Prey growth: g(s) = g0(s− ε)(1− s), (10)

g(s) = g0

(
s exp

(1− s
s

)
− 1
)
, (11)

Trophic Functions: f(s) = s

1 + s
, (12)

f(s) = 1− exp(−s), (13)

where g0 is such that g(ξ0) = 1. The function (10) is the Gilpin model [5], (11) is from [12], (12) is the 21

Holling-type II trophic function [14] and (13) is the Ivlev model [15,16]. 22

Remarks. (I) The function g(s) is normalized so that g(ξ0) = 1, in order to have rx as the maximum 23

specific growth rate. 24

(II) The expression in conditions (7) and (8) can be written as 25

[sg(s)]′′ = 1
s

[
s2g′(s)

]′ = 2g′(s) + sg′′(s), [sg′(s)]′ = g′(s) + sg′′(s). 26
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Thus, for ξ0 < s ≤ 1, namely when g(s) is positive and decreasing, condition (8) is stronger1

than (7).2

(III) Conditions (8) and (9) are weaker than g′′(s) < 0 and f ′′(s) < 0, respectively. In fact, when g′(s) < 0,3

as it is in the interval (ξ0, 1], we have that g′′(s) < 0 ⇒ [sg′(s)]′ < 0. Moreover, when f ′(s) > 0, we4

have that f ′′(s) < 0 ⇒ [f(s)/s]′ < 0. The concavity of f(s) may be positive with some restrictions:5

the inflection points, when they exist, should have tangent lines intersecting the vertical axes.6

We are interested in positive solutions to (3). It is possible to show that all solutions initiating in R+
2 are7

bounded and eventually enter an attracting set.8

Theorem 1. Under the assumptions (4) and (5) the closed set9

Ω =
{

(x, y) ∈ R+
2 | 0 ≤ x ≤ 1, 0 ≤ x+ y

c
≤ 1 + rx

m

}
10

is positively invariant, and for all initial states Ẽ = (x̃, ỹ) ∈ R+
2 the trajectory (x(t), y(t)) eventually enters11

into Ω as t→ +∞.12

The proof is a straightforward application of the comparison theorem for ODE’s and makes use of suitable13

bounds for the right hand side of (3) [31].14

3. Non-coexistence equilibrium states and their stability properties15

The existence and stability analysis of the non-negative equilibrium states E = (xeq, yeq) for the system16

(3) is performed assuming the parameters h and p as bifurcation parameters, while the remaining parameters17

are fixed.18

For any h ≥ 0 and p > 0, the system admits as equilibrium states the null state E0 = (0, 0) and, under19

the assumptions (4) on g(·), two non-coexistence states:20

Eε = (ε, 0), E1 = (1, 0).21

Let ry be the maximum specific growth rate of the predator. From (3) and (5) we have that22

ry = cb−m = cb(1− α), with α = m

cb
. (14)23

If ry < 0, i.e. α > 1, then y′(t) < 0 for any x, y > 0. Thus, coexistence equilibrium states cannot exist. y(t)24

is always decreasing and, as t → +∞, it can be easily seen that (x(t), y(t)) converges to either E0 or E1,25

depending on the initial conditions. In the following, we will assume ry > 0, i.e.26

α < 1. (15)27

In this case, the following implication holds28

ry > 0 =⇒ ∃ p0 = f−1(α) > 0, (16)29

and p0 turns out to be a critical value of p for the existence and stability of the equilibrium states associated30

with (3). It depends only on the ratio α: p0 = p0(α), and we have31

dp0

dα
> 0, p0(0) = 0, lim

α→1
p0(α) = +∞.32

According to the Hartman–Grobman Theorem [32], the local stability properties of the equilibrium states33

Eι, ι = 0, ε, 1, are determined by the analysis of the eigenvalues of the Jacobian matrix associated with34

system (3)35

J(x, y) =
(
rxg(x) + rxxg

′(x)− bp uf ′(pv) −bf(pv) + bph uvf ′(pv)
cbp uf ′(pv) cbf(pv)−m− cbph uvf ′(pv)

)
36
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where 1

u = y

1 + hy
, v = x

1 + hy
, 2

and evaluated in Eι. Such eigenvalues, and then the stability properties of the non-coexistence states, turn 3

out to be independent of h. Moreover, it follows that the stability properties of E0 and Eε are independent of 4

p, while those of E1 depend on p. The classification of the non-coexistence equilibrium states is the following: 5

E0 is a locally stable node for any p > 0; 6

Eε is always unstable: it is a saddle for p < p0/ε (with unstable manifold Wu

(
Eε
)

lying on the x-axis), and 7

an unstable node for p > p0/ε; 8

E1 is a locally stable node for p < p0, and a saddle for p > p0 (with stable manifold Ws

(
E1
)

lying on the 9

x-axis). 10

4. Coexistence equilibrium states 11

Coexistence equilibrium states E∗(h, p) = (x∗(h, p), y∗(h, p)) are found as intersections of the nullclines 12

of system (3), written as 13

y = βxg(x), f

(
px

1 + hy

)
= α, (17) 14

where 15

β = rxc

m
. 16

It is worth noticing that the first nullcline in (17) is a humped curve in the phase plane, which is independent 17

of parameters h and p. Under the assumption (15) and the definition (16) of p0, we have that the second 18

nullcline in (17) is the straight line 19

p

p0
x = 1 + hy, 20

whose position and slope depend on both parameters h and p. Substituting y from the first equation in (17), 21

we obtain the equation for x 22

p

p0
= φ(x, h) = 1

x
+ hβg(x). (18) 23

We are interested in solutions to (18) x∗(h, p) ∈ (ε, 1), in order to have y∗(h, p) > 0. In fact, from the 24

assumption (4), g(x) > 0 only in (ε, 1) and this implies that p > p0. In the following we will assume h > 0. 25

The case h = 0 has been studied in detail in [12]. 26

4.1. Shape of φ(x, h) 27

The shape of φ(x, h), and consequently the number of solutions to (18) in (ε, 1), strongly
∧
depend on theQ3 28

parameter h. We have 29

∂φ

∂x
= 1
x2 [−1 + hψ(x)] , with ψ(x) = βx2g′(x), (19) 30

and 31

∂φ

∂h
= βg(x) > 0, x ∈ (ε, 1). (20) 32
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Fig. 1. Shape of the function ψ(x).

Table 1
Number of solutions ξj(h) to Eq. (21), and their positions on the x axis, for different ranges of h.

h Number of solutions to ∂φ/∂x = 0 Position on the x axis

0 ≤ h < h0 0
h = h0 1 ξ2(h0) = η0 = ξ1(h0)
h0 < h < h1 2 ε < ξ2(h) < η0 < ξ1(h) < η1
h = h1 2 ε = ξ2(h1) < η0 < ξ1(h1) = η1
h > h1 1 η1 < ξ1(h) < ξ0

From the assumption (6), g′(x) < 0, and then ∂φ/∂x < 0, for x ∈ (ξ0, 1). Thus, φ(x, h) may be non-1

monotonic, with respect to x, only when x ∈ (ε, ξ0) and h 6= 0. The points where ∂φ/∂x = 0 are solutions2

to the equation3

ψ(x) = 1
h
, h > 0. (21)4

We have ψ(ε) > 0, ψ(ξ0) = 0, and, from the assumption (7), ψ(x) has only one maximum η0 for x ∈ (ε, ξ0).5

According to the shape of ψ(x) (Fig. 1) in (ε, ξ0), it follows that there are two solutions to Eq. (21) when6

ψ(ε) ≤ 1/h < ψ(η0), and one solution when 1/h < ψ(ε). Let η1 be the unique point in the range (η0, ξ0)7

such that ψ(η1) = ψ(ε). Let us define8

h0 = 1
ψ(η0) , h1 = 1

ψ(ε)9

and denote with ξ1(h) and ξ2(h) the two possible solutions to Eq. (21) (ξ2(h) exists only for h0 ≤ h ≤ h1,10

ξ1(h) for h ≥ h0). In Table 1 we summarize the results about the number of solutions to (21). From (21) it11

follows also that the two functions ξ1(h) and ξ2(h) are monotonic12

dξ1
dh

> 0 h ≥ h0,
dξ2
dh

< 0 h0 ≤ h ≤ h113

and, moreover, limh→+∞ ξ1(h) = ξ0. Let14

φ0 = φ(η0, h0), φj(h) = φ(ξj(h), h), j = 1, 2.15

From the expression of ∂φ/∂x and ψ(x) given in (19), we have that ξ2(h) is a local minimum and ξ1(h) is a16

local maximum of φ(x, h). Since ξ2(h) < ξ1(h), it follows that17

φ2(h) < φ1(h).18

Since19

∂φ

∂h
> 0,

(
∂φ

∂x

)
x=ξj

= 0,20
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(a) 0 ≤ h ≤ h0. (b) h0 < h < hε.

(c) hε < h < h1. (d) h ≥ h1.

Fig. 2. Trend of φ(x, h) for x ∈ (ε, 1) and different values of h. The arrows indicate the direction of increasing h.

from 1

dφj
dh

=
(
∂φ

∂h

)
x=ξj

+
(
∂φ

∂x

)
x=ξj

dξj
dh

2

it follows that φj(h) are monotonic: dφj/dh > 0. Moreover, 3

1 < φ0 = 1
η0

+ βh0g(η0) = φ1(h0) = φ2(h0) < 1
ε
, φ1(h1) > φ2(h1) = 1

ε
, 4

and 5

φ1(h) > φ(ξ0, h), φ1(h)→ φ(ξ0, h) = βh+ 1
ξ0

as h→ +∞. 6

Lastly, φ1(h) may be greater or less than 1/ε for h0 < h < h1. Let hε be the unique solution to the equation 7

φ1(h) = 1/ε. Now we are able to plot the qualitative shape of φ(x, h) for x ∈ (ε, 1) and different ranges of 8

h (Fig. 2). This figure is representative of the qualitative behaviours of φ(x, h) (defined in (18)) with g(x) 9

satisfying the properties (4), (6), (7) and (8). The function φ(x, h), strictly increasing in h, when 0 ≤ h < h0 10

(Fig. 2(a)) is strictly decreasing in x; when h0 < h < h1 (Fig. 2(b), (c)), it shows a local minimum for x 11

between ε and η0 and a local maximum for x between η0 and 1; finally, when h > h1 (Fig. 2(d)), φ(x, h) has 12

only a local maximum. 13

4.2. Solutions to φ(x, h) = p/p0 14

Taking into account the results of the previous subsection, we can determine the ranges of p/p0 for which 15

we have solutions to (18), with x ∈ (ε, 1), in the various intervals of the parameter h in which φ(x, h) shows 16

different trends versus x (Fig. 2). For 0 ≤ h < h0 we have one solution to (18). For h0 < h < h1 we may 17
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(a) h0 < h < hε. (b) hε < h < h1.

Fig. 3. Solutions to φ(x, h) = p/p0 for x ∈ (ε, 1) and h0 < h < h1.

Table 2
Ranges of p/p0 for the existence of solutions x∗j = x∗j(h, p) ∈ (ε, 1) to Eq. (18), their number, and their positions on the x axis,
depending on h; φj = φj(h), ξj = ξj(h).

h p/p0 Number of solutions to φ = p/p0 Position on the x axis

0 ≤ h < h0 1 < p/p0 < 1/ε 1 ε < x∗1 < 1

h = h0

1 < p/p0 < φ0 1 η0 < x∗1 < 1
p/p0 = φ0 1 η0 = x∗1 = x∗2 = x∗3
φ0 < p/p0 < 1/ε 1 ε < x∗1 = x∗3 < η0

h0 < h < hε

1 < p/p0 < φ2 1 ξ1 < x∗1 < 1
p/p0 = φ2 2 x∗3 = x∗2 = ξ2 < ξ1 < x∗1
φ2 < p/p0 < φ1 3 ε < x∗3 < ξ2 < x∗2 < ξ1 < x∗1 < 1
p/p0 = φ1 2 x∗3 < ξ2 < x∗2 = x∗1 = ξ1
φ1 < p/p0 < 1/ε 1 ε < x∗3 < ξ2

hε < h < h1

1 < p/p0 < φ2 1 ξ1 < x∗1 < 1
p/p0 = φ2 2 x∗3 = x∗2 = ξ2 < ξ1 < x∗1
φ2 < p/p0 < 1/ε 3 ε < x∗3 < ξ2 < x∗2 < ξ1 < x∗1 < 1
1/ε < p/p0 < φ1 2 ξ2 < x∗2 < ξ1 < x∗1 < 1
p/p0 = φ1 1 x∗2 = x∗1 = ξ1

h ≥ h1

1 < p/p0 ≤ 1/ε 1 ξ1 < x∗1 < 1
1/ε < p/p0 ≤ φ1 2 ε < x∗2 ≤ ξ1 ≤ x∗1 < 1
p/p0 = φ1 1 x∗2 = x∗1 = ξ1

have from one to three solutions; in Fig. 3 we illustrate the positions of the local minimum and maximum1

of φ(x, h) with respect to 1/ε, which determine the regions in the parameter space (h, p) of existence of2

the solutions to (18). In detail, Fig. 3(a) represents the scenario for h0 < h < hε sketched in Fig. 2(b),3

where for increasing p from p0 to p0/ε, p 6= p0φi, i = 1, 2, we can have one, three, one equilibria. Fig. 3(b)4

represents instead the situation for hε < h < h1 sketched in Fig. 2(c), where for increasing p from p0 to5

p0φ1, p 6= p0φ2, we can have one, three, two equilibria. For h > h1 we may have one or two solutions to (18)6

depending on the value of p/p0 compared to 1/ε. The results are collected in the following Table 2 and shown7

in Fig. 4.8

In the parameter space (h, p) (Fig. 4) the curves p = p0φ1(h), h ∈ (h0, hε), and p = p0φ2(h), h ∈ (h0, h1),9

are stationary bifurcation curves. For h ∈ (h0, h1) and increasing p from p0, when p = p0φ2(h) the states10

E∗2 and E∗3 appear, but they do not collide with E∗1. Otherwise, when p = p0φ1(h) the states E∗1 and11

E∗2 collide and disappear, but do not collide with E∗3. On these curves the determinant of the Jacobian12

matrix J(E∗j(h, p)) associated with (3) is zero when evaluated at the colliding equilibria (it will be shown13

in Section 5). This behaviour is typical of a saddle–node bifurcation. In addition, the two bifurcation curves14

p = p0φ1(h) and p = p0φ2(h) intersect at the critical point B0 = (h0, p0φ0), the unique one in the parameter15

space where the three equilibrium states coincide. At this point, the two bifurcation curves share a common16

tangent, since x∗j = η0, j = 1, 2, 3 and, from (20), ∂φ1/∂h = ∂φ2/∂h = βg(η0); then B0 is a mathematical17
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Fig. 4. Existence regions of coexistence equilibrium states in the (h, p) plane, displayed in grey; a different shade denotes a different
number of equilibria lying in the region.

cusp in the (h, p) plane. Moreover, we notice that at point B0 we have, from (19), 1

∂φ

∂x
(x∗j , h0) = 0 and ∂2φ

∂x2 (x∗j , h0) = 0. 2

All these results indicate the presence of a cusp singularity, according to the Whitney’s theory [33], for the 3

equilibrium surface p = p0φ(x, h); the level sets of such surface in the (x, p) plane for fixed h can be deduced 4

from Fig. 2. 5

In the (h, p) plane the lines 6

p

p0
= 1, p

p0
= 1
ε
,

p

p0
= φj(h), j = 1, 2 7

are boundary lines of existence regions (Fig. 4) for the coexistence equilibrium states E∗j(h, p) = 8

(x∗j(h, p), y∗j(h, p)). 9

For x∗j 6= ξ1(h), ξ2(h), from Eq. (18) it follows that 10

∂x∗j
∂h

= −βg(x∗j)
(
∂φ

∂x

)−1

x∗j

,
∂x∗j
∂p

=
(
p0
∂φ

∂x

)−1

x∗j

. 11

Since (∂φ/∂x) is negative for x = x∗1, x∗3 and positive for x = x∗2, we have the following monotonicity 12

properties for x∗j : 13

∂x∗j
∂h

> 0, ∂x∗j
∂p

< 0, j = 1, 3; ∂x∗2
∂h

< 0, ∂x∗2
∂p

> 0. 14

The bifurcation process is described in detail in the bifurcation diagrams (Fig. 5), where x∗j are reported 15

versus p for different values of h, corresponding to the four different ranges of h of Fig. 2. With reference 16

also to Fig. 4, we can see in detail in Fig. 5 how the equilibrium states collide and disappear. In all subplots 17

transcritical bifurcation points, marked with BP, are located on the lines p = p0 and p = p0/ε of Fig. 4; 18

saddle–node bifurcation points (LP) lie on the curves p = p0φ1(h) and p = p0φ2(h). 19

The coexistence equilibrium states, when they exist, lie on the curve y = βxg(x), x ∈ (ε, 1), in the phase 20

space. Obviously, their number and their position depend on the parameters h and p, and their behaviour 21

is determined by the trends of x∗j(h, p), j = 1, 2, 3, versus h and p. 22
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(a) 0 ≤ h ≤ h0. (b) h0 < h < hε.

(c) hε < h < h1. (d) h ≥ h1.

Fig. 5.
∧
Qualitative trend of x∗j versus p for different values of h. BP: transcritical bifurcation, LP: saddle–node bifurcation.

Remark. (IV) On the boundary line h = h0, p ∈ (p0φ0, p0/ε) (Fig. 4) the determinant of J(E∗1(h, p)) is1

positive (see Section 5), and therefore it is not a local bifurcation line. On this line, the trend of x∗12

versus p is reported in Fig. 5(a) and shows an inflection point with vertical tangent at p = p0φ0. When3

p0φ0 < p < p0/ε, we have that4

lim
h→h+

0

E∗3(h, p) = lim
h→h−0

E∗1(h, p),5

namely the equilibria swap names; this line has been introduced in order to allow a smooth transition of6

the equilibrium E∗3, instead of an abrupt change from E∗3 to E∗1, on the bifurcation line p = p0φ1(h)7

(see Fig. 5(b)).8

5. Stability properties of coexistence equilibrium states9

Let E∗(h, p) = (x∗(h, p), y∗(h, p)) be a generic coexistence equilibrium state. From the expression of10

the Jacobian matrix displayed in Section 3, and taking into account the relations satisfied by x∗(h, p) and11

y∗(h, p), we may write the Jacobian matrix associated with E∗(h, p) in the form12

J(E∗(p, h)) = rx

(
(1− µ0)g(x∗) + x∗g

′(x∗) −1/β + µ0g(x∗)hp0/p

cµ0g(x∗) −cµ0g(x∗)hp0/p

)
13

with x∗ = x∗(h, p), and14

µ0 = µ(p0), 0 < µ0 < 1,15
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where µ(s) = sf ′(s)/f(s); its properties are discussed in Appendix B. Let 1

D(h, p, x∗) = Det J(E∗(h, p)), T (h, p, x∗) = Tr J(E∗(h, p)). 2

By direct computation, and taking into account (18) and (19), we obtain 3

D(h, p, x∗) = −rxmµ0p0g(x∗)
px∗

[−1 + hβx2
∗g
′(x∗)] = −rxmµ0p0g(x∗)x∗

p

(
∂φ

∂x

)
x=x∗

, 4

T (h, p, x∗) = rx (Λ(h, p)g(x∗) + x∗g
′(x∗)) , 5

where 6

Λ(h, p) = 1− µ0 − cµ0h
p0

p
. 7

Since (∂φ/∂x)x=x∗2 > 0, it follows that Det J(E∗2(h, p)) < 0 for h and p not belonging to the bifurcation 8

curves of Fig. 4; thus, E∗2(h, p) is a saddle point. Otherwise, for j = 1, 3, since (∂φ/∂x)x=x∗j < 0, it follows 9

that Det J(E∗j(h, p)) > 0, for h and p not belonging to bifurcation curves; thus, E∗j(h, p), j = 1, 3, is 10

locally asymptotically stable iff T (h, p, x∗j) < 0. Here we summarize the main stability results obtained for 11

the states E∗1(h, p) and E∗3(h, p). Technical details and some remarks are reported in Appendix C. 12

As regards the equilibrium E∗1(h, p), an important role for its stability properties is played by the two 13

implications 14

Λ(h, p) ≤ 0⇐⇒ p

p0
≤ γh; (22) 15

x∗1(h, p) ≥ ξ0 ⇐⇒
p

p0
≤ φ(ξ0, h) = βh+ 1

ξ0
, (23) 16

where 17

γ = cµ0

1− µ0
. (24) 18

Two scenarios emerge, depending on the intersection of the two straight lines 19

p

p0
= γh,

p

p0
= βh+ 1

ξ0
20

in the (h, p) plane; the intersection occurs when β < γ, i.e. when 21

rx < r0 = mµ0

1− µ0
. (25) 22

5.1. State E∗1: the case of rx ≥ r0 23

Under the assumption rx ≥ r0, or equivalently β ≥ γ, we have that in the (h, p) plane 24

βh+ 1
ξ0
> γh ∀h > 0. 25

We refer to Fig. 6 to illustrate the results of this case. 26

There exists a curve p = p1(h) (see Theorem 2 and its proof in Appendix C) on which
∧
TrJ(E∗1 27

(h, p1(h))) = 0; this curve is monotonically increasing andQ4 28

p0 max{1, γh} < p1(h) < p0

(
βh+ 1

ξ0

)
. 29

For all the considered functions g(·) and f(·) in (10)–(13) and the parameter values specified in Appendix B, 30

p1(h) turns out to be very close to βh+ 1/ξ0. The existence region of E∗1(h, p) in the (h, p) plane is divided 31

in three subregions (Fig. 6): the white regions 1 and 2 , where E∗1(h, p) is locally stable, and the grey 32

region 3 , where it is unstable. 33
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Fig. 6. Local stability and instability regions in the (h, p) plane of the coexistence equilibrium state E∗1(h, p) in the case rx ≥ r0.
In grey the region in which T (h, p, x∗1) > 0.

Let ∆(h, p, x∗1) = T 2(h, p, x∗1)− 4D(h, p, x∗1). For fixed h ≥ 0, at p = p1(h) we have1

T (h, p1(h), x∗1(h, p1(h))) = 0, ∆(h, p1(h), x∗1(h, p1(h))) < 0,2

so that the Jacobian matrix has a simple pair of pure imaginary eigenvalues. Moreover, dT/dp > 0 for3

max{1, γh} < p/p0 < βh + 1/ξ0. Thus, p = p1(h) is a Hopf bifurcation curve for the equilibrium E∗1(h, p)4

(the dotted one in Fig. 6), and limit cycles emerge for p in a neighbourhood of p1(h). The stability of the limit5

cycles can be determined by the sign of the first Lyapunov coefficient associated with the system (3) ([34] p.6

152, formula (3.4.11); [35] p. 178, formula (5.62)) once the model functions are fixed. The dependence of this7

coefficient on the parameters h and p is very intricate, and a theoretical analysis is a substantial undertaking.8

The sign was then determined numerically (and also checked with the specific software MATCONT [36]) for9

special systems characterized by different prey growth and trophic functions, and the set of bioecological10

parameters given in Appendix B; also the side of the Hopf bifurcation curve on which the limit cycles exist11

has been found numerically. The results will be illustrated in the next section.12

5.2. State E∗1: the case of rx < r013

The situation is somewhat more involved than in the previous case. We refer to Fig. 7 to illustrate the14

results of this case. Under the assumption rx < r0, or equivalently β < γ, we have that in the (h, p) plane15

the line p/p0 = γh intersects the line p/p0 = βh + 1/ξ0 and the curve p = p0φ1(h) at points R and S,16

respectively. Let hR (independent of p) and hS (dependent on p) be the h-coordinates of the intersection17

points R and S; we have18

hR = 1
ξ0(γ − β) = 1

ξ0β(r0/rx − 1) , hS = φ−1
1

(
p

p0

)
. (26)19

There exists a Hopf bifurcation curve p = p1(h) for h < hR (see Theorem 3 in Appendix C) which is20

monotonically increasing (Fig. 7). Also in this case, the stability of the limit cycles has been numerically21

studied and the results will be discussed in the next section.22

In general, the stability properties of E∗1(h, p) cannot be established in the subregion of existence (marked23

with dark grey in Fig. 7(b)) defined by24

h > hR, βh+ 1
ξ0
<

p

p0
< min{γh, φ1(h)}. (27)25
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Fig. 7. Local stability and instability regions in the (h, p) plane of the coexistence equilibrium state E∗1(h, p) in the case rx < r0.
Light grey denotes regions in which T (p, h, x∗1) > 0; dark grey marks regions in which the stability properties of E∗1 cannot be
analytically determined. Figure (b) is an enlargement of the dashed rectangular region of figure (a).

Indeed, in this region the implications (22) and (23) do not hold and we have no information about the sign of 1

T (h, p, x∗1). It is possible nevertheless to check the sign of the trace T (h, p, x∗1) along the curve p = p0φ1(h) 2

and it turns out that for h slightly above hS T (h, p, x∗1) > 0 and limh→+∞ T (h, p, x∗1) = rx(1−µ0)(1−γ/β). 3

Such value is negative only when rx < r0 and then, thanks to the monotonicity properties (C.1) (see 4

Appendix C), there exists a unique value hBT wherein T (hBT , p, x∗1) = 0. These facts reveal the presence 5

of a Bogdanov–Takens point, intersection of a saddle–node, a Hopf and a separatrix homoclinic loop curve, 6

that will be discussed in the next section. 7

5.3. State E∗3 8

From the existence conditions of E∗3(p, h) and implication (22) it follows that for h0 ≤ h ≤ h1 we have 9

max {φ2(h), γh} < p

p0
<

1
ε

=⇒ T (p, h, x∗3) > 0. 10

The situation for E∗3 is illustrated in Fig. 8. Let h̃1 = 1/(γε) be the intersection point between the straight 11

lines p = p0/ε and p = p0γh. 12
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(a) h̃1 > h1. (b) h̃1 < h1.

Fig. 8. Instability regions in the (h, p) plane of the coexistence equilibrium state E∗3(h, p).

If1

h̃1 ≥ h1, i.e. r0

rx
≤ εg′(ε),2

then E∗3(p, h) is unconditionally unstable (Fig. 8(a)). For instance, this case holds for a Holling-type II3

trophic function, a Gilpin model for g(s) and parameters as in Appendix B with rx > r0.4

If5

h̃1 < h1, i.e. r0

rx
> εg′(ε),6

then, in general, the stability properties of E∗3(h, p) cannot be established in the region defined by7

h̃2 ≤ h ≤ h1, φ2(h) ≤ p

p0
≤ min

{
γh,

1
ε

}
,8

where h̃2 is the unique solution to the equation γh = φ2(h) (dark grey region in Fig. 8(b)). Indeed, in this9

region the implication (22) does not hold and we have no information about the sign of T (h, p, x∗3).10

The stability properties of all equilibrium states are summarized in Table 3. Q511

6. Behaviours of the system12

Here we focus on some peculiar behaviours obtained by using the model functions (10)–(13), and the13

parameter values specified in Appendix B. Such behaviours are of course in agreement with the analytical14

results obtained in the previous sections. Once the model functions are fixed, we can also numerically15

investigate the limit cycles arising from E∗1 by Hopf bifurcation. The main features of the bifurcation16

structure will be shown in the following diagrams, which are only qualitative because the real bifurcation17

curves, simulated here by using model functions (10) and (12) and parameter values as in Appendix B,18

are almost indistinguishable from one another. Therefore, some of the phenomena described below can be19

viewed only with a very fine resolution. Anyhow, we obtain qualitatively the same scenarios with different20

combinations of model functions (10)–(13). Further information on the bifurcation structure close to critical21

values of the bifurcation parameters detected in the following analysis (such as number of bifurcating limit22

cycles, higher codimension points, . . . ) could be obtained case by case with specific model functions and it23

will be matter of a future work.24

• When 0 < h < h0, in all tested cases, independently of the value of rx, the numerical results showed the25

existence of a critical value ĥ such that:26
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Fig. 9. Qualitative representation of local and global bifurcation curves for the equilibrium E∗1 and limit cycles; in grey the regions
of the (h, p) plane in which stable or unstable limit cycles exist. GH: Generalized Hopf point.

Fig. 10. Limit cycles behaviours versus p. (a) ĥ < h < hC , h close to hC (for h slightly greater than ĥ the Hopf point p1(h) is instead
between p3(h) and p2(h)); (b) hC < h < h0; the vertical lines represent the projections of the limit cycles on the (p, x) plane.
Solid lines: stable cycles, dashed lines: unstable cycles. LPC denotes bifurcation of limit cycles detected by MATCONT, while H
indicates a Hopf point.

– for any fixed 0 ≤ h < ĥ, stable limit cycles emerge for p slightly above the Hopf value p1(h) and1

disappear by global bifurcation with the heteroclinic cycle involving equilibria Eε and E1 at a further2

critical value p2(h) > p1(h) (see Fig. 9); in this range of h the system behaves qualitatively as the3

system with h = 0 [12, Figure 7];4

– when h > ĥ, repelling limit cycles emerge for p slightly below the Hopf value p1(h). We have numerical5

evidence of the existence of a further critical value hC such that for ĥ < h < hC (Fig. 9) the repelling6

limit cycles disappear by saddle–node bifurcation with a stable limit cycle on the curve p = p3(h),7

and stable limit cycles then disappear by global bifurcation involving the heteroclinic cycle between8

equilibria Eε and E1 (Fig. 10(a)) on the curve p = p2(h) (Fig. 9). The curve of heteroclinic cycles9

p = p2(h) intersects p = p3(h) for h = hC , while it crosses the Hopf curve p = p1(h) for a value10

h ∈ (ĥ, hC). For hC < h < h0, the repelling limit cycles disappear instead by global bifurcation with11

the heteroclinic cycle involving Eε and E1 (Fig. 10(b)) on the curve p = p2(h) < p1(h).12

The Hopf bifurcation is thus supercritical for h < ĥ, and subcritical for h > ĥ; the curve p = p3(h) of13

saddle–node bifurcation of limit cycles emanates from the point (ĥ, p1(ĥ)). It is possible to detect, by14

using the continuation software MATCONT [36], that the Hopf bifurcation curve has a Generalized Hopf15

(GH) codimension-two point at h = ĥ. A deeper investigation of the bifurcation occurring at h = hC ,16
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Fig. 11. Phase portraits for h0 < h < h1 and different p: (a) p < p2(h), (b) p2(h) < p < p1(h), (c) p > p1(h).

where p = p2(h) and p = p3(h) intersect each other, could be performed case by case following [37], with 1

specific model functions, and would allow to determine how many cycles bifurcate in this region of the 2

parameter space and what is their stability; this analysis will be matter of future studies. 3

• When h0 < h < h1, again whatever rx, we have that the coexistence region of the equilibria E∗1, E∗2, E∗3 4

(dark grey region in Fig. 4) is crossed by the Hopf bifurcation curve p = p1(h) (see Fig. 9). Again, the Hopf 5

bifurcation curve generates unstable limit cycles for p slightly below the Hopf value p1(h); such cycles 6

disappear by global bifurcation on the curve p = p2(h), which can occur either with the heteroclinic cycle 7

connecting Eε and E1 or with a homoclinic cycle with the saddle point E∗2. In detail, let hU be the abscissa 8

of the intersection of the curves p = p2(h) and p = p0φ2(h) (Fig. 9); then, the heteroclinic cycle occurs for 9

h < hU and the homoclinic cycle for h > hU . The transition from having heteroclinic to homoclinic orbits 10

turns out to be caused by the formation at h = hU of a heteroclinic cycle connecting the just appeared 11

equilibrium E∗2 = E∗3 and E1. This leads to the interaction of the limit cycles with the equilibrium E∗2 12

and then to their disappearance by global bifurcation with a homoclinic cycle through E∗2, instead of by 13

a heteroclinic cycle connecting Eε and E1. The point h = hU seems to be a codimension-three or even 14

higher bifurcation point. Anyway, a deeper analysis aiming at detecting all possible non equivalent phase 15

portraits around this point cannot be carried out in general and it will be matter of future investigations 16

with specific model functions. 17

Some examples of the peculiar dynamics obtained for different p and h0 < h < h1 are reported in 18

the phase portraits in Fig. 11. We selected cases in which all coexistence equilibria are present and we 19

focused on bistability occurring in the system. In Fig. 11(a) (where p < p2(h)) the trajectories tend to 20

E0 or E∗1 depending on the initial conditions. In Fig. 11(b) (where p2(h) < p < p1(h)) an unstable limit 21

cycle separates the basins of attraction of the stable equilibria E∗1 and E0. Lastly, in Fig. 11(c) (where 22

p > p1(h)) all the coexistence equilibria are unstable and the system evolves towards global extinction. 23

• For h > h1 and rx ≥ r0 we have proved in Theorem 2 (Appendix C) that the Hopf bifurcation 24

curve p = p1(h) is always below the stationary bifurcation curve p = p0φ1(h) (Fig. 6). The numerical 25
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Fig. 12. Qualitative representation of local and global bifurcation curves for the equilibrium E∗1 and limit cycles for h > hR in the
case rx < r0. Light grey denotes the region in which T (h, p, x∗1) > 0. BT: Bogdanov–Takens point.

investigation shows that unstable limit cycles arise below the curve p = p1(h) and disappear by global1

bifurcation with a homoclinic cycle through the saddle point E∗2 on the curve p = p2(h) < p1(h).2

For h > h1 and rx < r0, we cannot state in general the mutual positions of the curves p = p1(h), p =3

p0φ1(h). Moreover, the stability properties of E∗1 cannot be determined in general in the region defined4

in (27) (dark grey region in Fig. 7(b)). We have numerically detected Hopf bifurcation values p1(h) for5

E∗1 also when h is above the estimated threshold hR (see Fig. 12). Again, unstable limit cycles arise6

below the curve p = p1(h) and disappear by global bifurcation with the homoclinic cycle through E∗2 on7

the curve p = p2(h) < p1(h). The Hopf bifurcation curve p = p1(h) lies below the line p = p0(βh+ 1/ξ0)8

for h < hR, intersects it for h = hR at point R (where γh = βh + 1/ξ0) and stays definitely above for9

h > hR. Since the sign of the trace T (h, p, x∗1) along the curve p = p0φ1(h) changes from positive to10

negative, as pointed out in Section 5.2, there exists the critical value hBT > h1 at which the Hopf curve11

p = p1(h) intersects the curve p = p0φ1(h). Also the global bifurcation curve p = p2(h), which involves12

the homoclinic cycle through the saddle point E∗2, passes through this intersection and then we obtain13

a codimension-two point in the (h, p) plane in which D(hBT , pBT , x∗1) = 0 and T (hBT , pBT , x∗1) = 0,14

that turns out to be a Bogdanov–Takens (BT) bifurcation point. It is characterized by the typical phase15

diagram of Fig. 13; this type of bifurcation has been detected by other authors in similar models [38–41].16

7. Concluding remarks17

When modelling predator–prey systems, the properties of the prey growth function g(·) depend on the18

introduction of intraspecific competition among the prey, and on the assumption of either the absence or the19

presence of a weak/strong Allee effect. On the other hand, the trophic function f(·) may be assumed either20

concave or S-shaped and it can be prey-dependent, ratio-dependent or predator–prey dependent. Moreover,21

only some of their qualitative properties are known. Thus, these functions should not be specified by any22

analytical expression, but only by general properties dictated by bioecological considerations; moreover, they23

should satisfy some technical assumptions to make the analysis tractable.24

The assumptions made on the model functions limit the number of equilibrium points, and allow to25

perform a sufficiently general existence, stability and bifurcation analysis of the equilibrium states. However,26

this approach leads to some restrictions in the analysis of the dynamics. Let us look at the assumptions27
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Fig. 13. Phase diagram close to the Bogdanov–Takens bifurcation h = hBT , p = pBT .

(4)–(9) on g and f in this paper. These conditions imply relationships between f(s), f ′(s) and g(s), g′(s), 1

g′′(s). At any rate, when a Hopf bifurcation is detected, the stability properties of the limit cycles cannot be 2

in general established from the sign of the first Lyapunov number, because it depends on the first, second and 3

third derivatives of the right hand side of (3), evaluated at the equilibrium point. In the very recent paper by 4

Adamson and Morozov [42] it is pointed out that “the use of two different functions belonging to the same 5

class can result in qualitatively different dynamical behaviour in the model and a different type of bifurcation. 6

In the literature, the conventional way to avoid such ambiguity is to narrow the class of unknown functions”, 7

and they conclude that this approach may lead to cumbersome expressions, biologically meaningful. We 8

observe that some uncertainties could be removed by carrying out many numerical simulations with different 9

model functions. 10

In our approach, the use of different functions belonging to the same class leads to some common 11

behaviours, for instance in connection with the number of equilibria and their stability properties. However, 12

some peculiar dynamics, such as the phase diagram close to the Bogdanov–Takens bifurcation point in the 13

case of rx < r0, can be found only with specific functions in the class. Adamson and Morozov [42] analyse 14

in detail this crucial problem and show that where the model functions are not specified by analytical 15

expressions, the bifurcations can be described only with a certain probability. 16

We wish to point out that slightly different formulations of the model equations, together with rescaling 17

of state variables and parameters and the use of different bifurcation parameters in the stability analysis, 18

lead to hard-working comparison between the various scenarios. In any event, behaviours of predator–prey 19

systems of type (3) characterized by different model functions g(·) and f(·) analysed in the literature [13,43, 20

40,38,41,44,45,39,12], deserve some attention. Under the assumption of a strong Allee effect, the functions 21

implemented in the aforementioned literature, and combined in different ways in system (3), are (10)–(13). 22

In the case of a prey-dependent trophic function, realized by setting h = 0 in (3), comparisons of models 23

characterized by combinations of (10)–(11) and (12)–(13) have been reported in [12]. The existence and 24

stability analysis of the equilibrium states had been performed by taking p and the ratio θ = m/(cb) as 25

bifurcation parameters. All the considered models admit the same equilibrium states, and show the same 26

qualitative behaviours regarding the local stability properties, the occurrence of a heteroclinic cycle and the 27

consequent global bifurcation. Obviously, the stability ranges may be very different, with the same values 28

of the bioecological parameters rx, b, m, c. 29

Also the model in the recent paper [44], with an Allee effect of rational type g(s) = g0(s−ε)(1−s)/(ε0 +s) 30

with ε0 > 0 (called double Allee effect) and linear trophic function f(s) = s (Lotka–Volterra interaction) 31

undergoes a heteroclinic loop bifurcation, and moreover subcritical and supercritical Hopf bifurcation. 32
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In all the visited models with Allee effect and prey-dependent trophic function it has been observed only1

one possible coexistence state, which may experiment different histories. For instance, assuming ε0 in the2

double Allee effect as bifurcation parameter, the coexistence equilibrium state can switch from stable to3

unstable and then back again to stable [46,44].4

The ratio-dependent trophic function expressed in terms of the ratio x/(x + y), which is singular in the5

origin, has been recently introduced in models with Allee effect of quadratic type (Gilpin model (10)) in
∧

6

[39,41,38], and of rational type (double Allee effect) in [40]. In all these models only two coexistence states7

may be found, and one is always a saddle point. In the different parameter spaces considered by these8

authors, a Bogdanov–Takens bifurcation point of codimension-two has been detected and it is considered9

“as an
∧
organizing centre of the global dynamics” [38]. Although these models have the same structure,10

the analysis and the numerical simulations performed in [39,41] show and suggest the absence of stable11

limit cycles, while in [38] “for a fixed set of parameters, the following may happen: the extinction of both12

populations, coexistence for determined population sizes, or the oscillation of both population”. The same13

results are obtained in [40]. A possible explanation is the following: in [38,40] a parameter introduced in the14

prey growth function, associated with ε in our formulation, is used as bifurcation parameter, and varied in the15

numerical simulations, while it is maintained fixed in [39]. Furthermore, in [38,40] more global phenomena16

are described: heteroclinic loop and bifurcation of limit cycles. The results obtained in [46,44,38,40] suggest17

that the use of parameters introduced in the prey growth function as a bifurcation parameter put in evidence18

phenomena which are not detected by performing the analysis with other bifurcation parameters.19

In our analysis, we fixed all the dimensional bioecological rates rx, b, m, determining the time scale of20

the dynamics and the conversion factor c from prey to predator biomass, which are multiplicative factors21

in Eq. (3). Moreover, also the Allee threshold ε is maintained fixed. The parameters h and p appearing in22

the argument of the trophic function, which describes the predator–prey interaction, have been chosen as23

bifurcation parameters. In our analytical study, we found that the system admits at most three coexistence24

equilibria E∗1, E∗2, E∗3 depending on the values of parameters h and p, as in Table 2. The coexistence25

equilibrium E∗2, when exists, is always a saddle point. The equilibrium E∗3 is always unstable when the26

straight line p = p0γh does not intersect its existence region in the (h, p) plane.27

The study of the stability properties of E∗1 in the (h, p) plane is more intricate. We found a Hopf28

bifurcation curve p = p1(h), and limit cycles emerge, stable or unstable depending on the value of h,29

and disappear by global bifurcation, involving the heteroclinic cycle between the non coexistence equilibria30

Eε, E1 or the homoclinic cycle through the coexistence equilibrium E∗2, respectively. Furthermore, we have31

also numerically detected a region in the (h, p) plane where stable and unstable limit cycles coexist and32

disappear by saddle–node bifurcation of cycles. Finally, we proved the existence of a Bogdanov–Takens33

bifurcation point for rx < r0. We pointed out that, in some regions of the parameter space, the model34

presents multiple attractors. Moreover, the extinction of both populations is always possible, since the35

global extinction E0 is always locally asymptotically stable and globally stable for some parameter36

values.37

A last brief remark concerns the maximal specific production rates rx and ry. A critical value r0, defined38

in (25), of rx was found. It depends on the bioecological parameters b, m, c and on the type of the trophic39

function. The behaviour of the system shows different features depending on the sign of the difference rx−r0.40

This fact is independent of either the presence or the absence of an Allee effect in the model equations (see41

Sections 5.1 and 5.2 and [12]). It is worthwhile noting that the difference in the system behaviour due to the42

sign of rx−r0 becomes very marked when a trophic function singular in the origin is used [47]. Furthermore,43

it can be observed (see Appendix C) that with a Holling-type II trophic function we have r0 = ry, while44

with an Ivlev type r0 > ry with the same bioecological parameters m, c, b. Thus, if rx < ry, then rx < r0,45

with a Holling-type II trophic function. Contrarily, with the Ivlev trophic function, when rx > ry we might46

have either rx < r0 or rx > r0. We recall that, in general, in a food web the time needed for reproduction47
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and growth of the individuals of a population is increasing with the trophic level [48,47]. At any event, in 1

some predator–prey systems, such as some acarine systems, any situation may occur. 2

Summarizing, the general approach to predator–prey systems used in this paper, in which the mathemat- 3

ical formulation of model functions is unspecified except for some generic qualitative properties, has put in 4

evidence the overall complexity of the bifurcation structure of the model, according also to recent works
∧

5

[23,49,42]. Local (stationary and Hopf) bifurcations have been determined analytically in this general frame- 6

work; the next step consists in performing an analogous investigation for nonlocal and codimension-two 7

bifurcations admitted by this general model; it will be a lot more challenging, and hopefully could give 8

additional elements to try to explain phenomena still unclear in real ecosystems. 9
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Appendix A. List of main symbols 14

Symbol Description 15

t Time (d)
x Ratio between prey biomass and maximum of prey population size
y Ratio between predator biomass and maximum of prey population size
rx Maximum specific rate of prey growth (d−1)
b Maximum specific rate of prey consumption (d−1)
m Specific rate of predator mortality (d−1)
c Conversion efficiency (from prey to predator biomass)
ε Ratio between minimum and maximum of prey population size
g(x) Adimensional function specifying the type of prey growth

f

(
px

1+hy

)
Adimensional functional response of predator to prey abundance

p Predation efficiency
h Measure of the predator interference during the predation process
α m/cb

β rxc/m

ry cb−m (d−1)
p0 f−1(α)
µ(s) sf ′(s)/f(s)
µ0 µ(p0)
γ cµ0/(1− µ0)
r0 mµ0/(1− µ0) (d−1)
Λ(h, p) 1− µ0 − cµ0hp0/p

φ(x, h) 1/x+ hβg(x)
ψ(x) βx2g′(x)
ξ0 Unique solution to g′(x) = 0
φ(ξ0, h) βh+ 1/ξ0
η0 Unique solution to ψ′(x) = 0

(continued on next page)

16
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Symbol Description1

h0 1/ψ(η0)
h1 1/ψ(ε)
hε Unique solution to φ1(h) = 1/ε
η1 Unique solution to ψ(x) = 1/h1 in the range (η0, ξ0)
ξ1(h), ξ2(h) Solutions to ψ(x) = 1/h, ξ1(h) ≥ ξ2(h)
φ0 φ(η0, h0)
B0 Cusp point (h0, p0φ0)
φj(h) φ(ξj(h), h), j = 1, 2
p1(h) Hopf bifurcation value for p
p2(h) Global bifurcation value for p
hR 1/(ξ0(γ − β)), unique solution to γh = βh+ 1/ξ0
hS Unique solution to φ1(h) = γh

hU Unique solution to p2(h) = p0φ2(h)
hBT Unique solution to p1(h) = p0φ1(h)

2

3

Appendix B. Details on some parameters4

(i) Let5

µ(s) = sf ′(s)
f(s) , s > 0. (B.1)6

From properties (5) and (9) it follows that7

µ(0) = 1, 0 < µ(s) < 1, lim
s→+∞

µ(s) = 0. (B.2)8

The first two properties of µ(s) are easily verified. To prove the limit in (B.2), let us consider the identity9

∫ s

s0

µ(a)
a

da =
∫ s

s0

f ′(a)
f(a) da, (B.3)10

where s0 > 0 is fixed, and s > s0. From (B.3) we have that there exists â(s), s0 < â(s) < s, such that11

µ (â(s)) = log f(s)/f(s0)
log s/s0

. (B.4)12

From (B.4), taking into account (5), it follows that13

lim
s→+∞

µ (â(s)) = 0, lim
s→+∞

∂µ (â(s))
∂s

= lim
s→+∞

µ(s)− µ (â(s))
s log s/s0

= 0, (B.5)14

which imply the limit in (B.2). However, from properties (5) we are not able to show the monotonicity15

condition µ′(s) < 0, which holds for the functions f(s) generally used in the applications.
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(ii) As a basic set of bioecological parameters to be used in numerical simulations, we have taken the values 1

from Buffoni et al. [25], reported in the following table: 2

Parameter rx (d−1) b (d−1) (d−1) m c ε 3

Value 0.11 0.88 0.19 0.39 0.2 4

5

These data have been estimated in [2]. They refer to an acarine system, surveyed in biological 6

control field experiments: the phytophagous mite Tetranychus urticae and its biological control agent, 7

the predator mite Phytoseiulus persimilis [2]. 8

We wish to point out that, by using this choice of parameters, some relations, characterizing the 9

ecological system, are satisfied. The inequality (15) α = m/(cb) = 0.55 < 1 is fulfilled, and then non 10

trivial dynamics can be found. The maximum growth rate rx of the prey is less than the one of the 11

predator: 12

rx = 0.11 d−1 < ry = cb−m = 0.15 d−1. 13

With a Holling-type II trophic function we have that r0 = ry (see Appendix C). It follows that in the 14

(h, p) plane the two straight lines p/p0 = γh and p/p0 = βh+ 1/ξ0 intersect. 15

We have taken rx = 0.16 d−1 in some numerical experiments to simulate the case rx > ry. 16

Appendix C. Technical details of the stability analysis of the coexistence equilibrium state E∗1 17

We write here the expressions of the derivatives of T (h, p, x∗) used in the following: 18

∂T

∂h
= −rxcµ0

p0

p
g(x∗) < 0, ∂T

∂p
= rxcµ0

p0h

p2 g(x∗) > 0, (C.1) 19

∂T

∂x∗
= rxΛg′(x∗) + (x∗g′(x∗))

′
. (C.2) 20

We refer to Fig. 6 to illustrate the results of Theorem 2, relevant to the state E∗1(h, p) when rx ≥ r0, 21

i.e. when β ≥ γ and the two lines p/p0 = βh+ 1/ξ0 and p/p0 = γh do not intersect. 22

Theorem 2. Assume (4)–(9) and rx ≥ r0. Then, for any h ≥ 0, 23

∃ p1(h) : p0 max{1, γh} < p1(h) < p0

(
βh+ 1

ξ0

)
, 24

such that 25

T (h, p1(h), x∗1(p1, h)) = 0, T (h, p, x∗1(h, p)) < 0 for p ∈ [p0, p1(h)), 26

and T (h, p, x∗1(h, p)) > 0 in the existence region of E∗1 of the (h, p) plane where p > p1(h): 27

0 ≤ h ≤ h0, p1(h) < p <
p0

ε
and h0 < h, p1(h) < p < p0φ1(h). 28

Moreover, 29

dp1

dh
> 0. 30

Proof. From the implications (22) and (23) it follows that in the region 1 of the (h, p) plane (Fig. 6) 31

h ≥ 1
γ
, 1 ≤ p

p0
≤ γh 32
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we have1

Λ ≤ 0 and x∗1 > ξ0, g
′(x∗1) < 0,2

which imply T (h, p, x∗1) < 0. Consider now the region 2 (Fig. 6)3

max{1, γh} ≤ p

p0
≤ βh+ 1

ξ0
< φ1(h).4

On the boundaries we have that5

T (h, p, x∗1) < 0 for p

p0
= max{1, γh},6

where either p = p0, x∗1(h, p0) = 1 or p = p0γh, ξ0 < x∗1(h, p0γh) < 1, and7

T

(
h, p0

(
βh+ 1

ξ0

)
, ξ0

)
> 0 for p

p0
= βh+ 1

ξ0
.8

From the implications (22), (23) we have9

Λ > 0 and x∗1 > ξ0, g′(x∗1) < 0, (x∗1g′(x∗1))′ < 0.10

Taking into account (C.1), (C.2), (22), (23) and the monotonicity property of x∗1 (∂x∗1/∂p < 0), we have11

that12

∂T

∂x∗1
< 0, dT

dp
= ∂T

∂p
+ ∂T

∂x∗1

∂x∗1
∂p

> 0.13

It follows that T (h, p, x∗1), considered as a function of p for fixed h ≥ 0, is negative for p/p0 = max{1, γh},14

is increasing with p for max{1, γh} < p/p0 < βh + 1/ξ0 and positive for p/p0 = βh + 1/ξ0. Thus, there is15

just one zero of T (h, p, x∗1), denoted by p1(h), for p0 max{1, γh} < p < p0(βh+ 1/ξ0).16

Moreover, in the existence region 3 (Fig. 6) of E∗1 of the (h, p) plane where p > p1(h) we have17

Λ > 0 and x∗1 < ξ0, g′(x∗1) > 0,18

which imply T (h, p, x∗1) > 0.19

Finally, the monotonicity property of p1(h) follows from ∂T/∂h < 0. �20

When rx < r0, i.e. when β < γ and the two lines p/p0 = βh+ 1/ξ0 and p/p0 = γh intersect at the point21

h = hR = 1/ξ0(γ− β), Theorem 2 can be reformulated as follows. We refer to Fig. 7 to illustrate the results22

of Theorem 3.23

Theorem 3. Assume (4)–(9) and rx < r0. Then,24

(i) for 0 ≤ h < hR, ∃ p1(h) : p0 max{1, γh} < p1(h) < p0

(
βh+ 1

ξ0

)
, such that

T (h, p1(h), x∗1(p1, h)) = 0,
T (h, p, x∗1(h, p)) < 0 for p ∈ [p0, p1(h)), h ≥ 0

T (h, p, x∗1(h, p)) > 0 for 0 ≤ h ≤ h0, p1(h) < p <
p0

ε
and

h0 < h < hR, p1(h) < p < p0φ1(h).

Moreover,25

dp1

dh
> 0.26
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(ii) A further region with positive trace is 1

hR < h < hS , γh <
p

p0
< φ1(h), 2

where hS is the unique solution to the equation γh = φ1(h). 3

The proof of Theorem 3 is omitted because it follows the lines of the proof of the previous Theorem 2. 4

The dynamical behaviours of predator–prey systems may be different depending on the sign of the 5

difference rx − r0 and rx − ry, where r0 is given in (25) and ry in (14) [47,48,50]. With respect to this 6

issue, we point out that with a Holling-type II trophic function the parameters p0 and µ0 are given by 7

p0 = α

1− α, µ0 = 1− α, 8

so that 9

r0 = m(1− α)
α

= ry. 10

Otherwise, with an Ivlev trophic function we obtain 11

p0 = − ln(1− α), µ0 = −(1− α) ln(1− α)
α

, 12

so that 13

r0 = ry
−α ln(1− α)

α+ (1− α) ln(1− α) > ry. 14
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[9] M.E. Gilpin, M.E. Soulé, Minimum viable populations: processes of species extinction, in: M. Soulé (Ed.), Conservation
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